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PREFACE

Towards the end of the summer of 2014, I walked alone 
the “Camino de Santiago” (Way of Saint James) from the 
Pyrenees to Santiago de Compostela, near the Atlantic 
coast.  It is an ancient pilgrimage route that had its heyday 
during the Medieval Warm Period and decayed with the 
Black Plague, but has seen a modern revival as a spiritual 
and cultural European route that is now an UNESCO 
World Heritage Site. I walked 750 km in a month visiting 
from the Atapuerca archaeological site, famous for its 
Homo antecessor and neanderthalensis remains, to the 
medieval architecture of northern Spain. I had a lot to 
think after the recent death of my parents in less than two 
years. What kind of world are we leaving to our children 
and their children? In the long days at “El Camino” I had 
plenty of time to deeply think about the passage of time 
and the changing of the world and its people through pre-
history and history. A testimony I could see before my 
eyes. As a biologist (of the laboratory type) I was familiar 
with the effects of global warming. Not only I can remem-
ber the colder winters of my childhood in the early 1970s, 
I can also attest to the lengthening of the growing season, 
the earlier appearance of insects over the years, or the re-
cent decision by some migratory birds to remain in Spain 
through the winter instead of migrating to Africa.

One of my decisions was to start a blog to explore the 
risks of global warming in the fall of 2014.  It is easier to 
research and learn things when one has to explain them to 
others. As a scientist, when I need information, I don't rely 
on second-hand opinions.  I go directly to the evidence and 
the scientific literature. But in my carefully laid out plan of 
warning the world about the dangers of climate change I 
found a problem. The evidence that the planet was warm-
ing was clear (I already knew that),  although no warming 
had taken place for over a decade. The evidence that we 
have greatly increased the atmospheric levels of carbon 
dioxide was clear (I also knew that).  What wasn't clear at 
all was the evidence that the carbon dioxide was causing 
the warming. Clearly the warming had started long before 
the fast increase in carbon dioxide.

The more I researched climate change the less certain 
I was about the IPCC conclusions about anthropogenic 
warming.  Particularly troublesome was the treatment of 
skeptical scientists. In science strong evidence defends 
itself. When Albert Einstein was told of the publication of 
the 1931 book “A hundred authors against Einstein,” he is 
credited with saying “Why 100 authors? If I were wrong, 
then one would have been enough!” I decided to go deeper 
and learn what was known about how climate changed 

when humans could not have affected it. Paleoclimatology 
articles are rife with claims for a stronger role from solar 
variability than is currently accepted by the IPCC and 
coded into climate models.

By 2015 I had made my transition from accepting 
IPCC claims at face value to being very skeptical that we 
had sufficient knowledge and understanding of climate 
change to support them. I don't really understand why it 
was decided that global warming should be fully blamed 
on us. I know most scientists that hold that belief are sin-
cere, but how many of them have looked at the evidence 
critically as I have been doing for the past seven years, 
free from assumptions and group-think? Before 2014 I had 
never looked at the evidence and I would have defended 
the official position as I would have found unthinkable 
that the extraordinary evidence to support those extraordi-
nary claims wasn't there. I am sure many scientists con-
centrated on their own narrow subject assume the evidence 
is there and are too busy to check by themselves. It is also 
not a wise career movement to frontally oppose the cli-
mate academic status quo. As a non-climatologist I am 
also free from that pressure.

One of the dangers of being an outsider to a field is 
being unable to judge the quality and solidity of one's 
work.  Was I just overestimating the importance of the ar-
guments I was rising? Perhaps everything I was finding 
was of a trivial nature and already dealt with scientifically 
long ago. I didn't think so because I was reading several 
articles every day and the count was already in the thou-
sands. If my doubts had been solved it should be reflected 
in the scientific literature. Quite the contrary I was finding 
authors subtly expressing similar doubts between lines in 
their articles. I decided that I should find an expert with an 
open mind that could judge my work and tell me if it had 
any value. Judith Curry, then a professor at the Georgia 
Institute of Technology, was the perfect person.  She is an 
expert in climate and atmospheric sciences and besides 
being the president of the climate forecast company 
CFAN, she runs a blog where high quality collaborations 
are welcome.

I sent my first article to Judith Curry in May 2016. 
She sent it out for review by an outside expert and came 
back with a lot of requests for changes including a change 
in focus. I rewrote it into what was essentially a draft ver-
sion of chapter 6 and resubmitted it in September, when it 
was published at Judith Curry's blog “Climate.Etc” I was 
very fortunate then in knowing Andy May through the 
comments of a blog. He is a petrophysicist from Texas and 
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also a researcher of climate change that kindly offered to 
correct the English language in my web articles. He actu-
ally did a lot more and over the past five years he has con-
tributed with valuable opinions and together we have writ-
ten some web articles, developing a friendship. He is also 
the author of two popular climate books for general read-
ership, “Climate Catastrophe! Science or Science Fic-
tion?”  on the practical aspects of climate change and how 
it affects our lives, and “Politics &  Climate Change: A 
History” on how climate change became a politically-
loaded issue.

In October 2016 I had already written an article on the 
climate of the Pleistocene and I sent it to Dr. Willie Soon, 
at the Harvard-Smithsonian Center for Astrophysics, re-
questing his opinion on it. He was so kind as to read it and 
tell me that in his opinion it had sufficient quality for pub-
lication. With that reassurance,  over the next three years 
the book took form with drafts for most chapters appearing 
on Judith Curry's blog, where many readers contributed 
with valuable opinions that improved them. Publication of 
a climate book that is not skeptical of climate change, but 
is skeptical of its causes proved difficult.  Some reviewers 
frontally opposed publishing a book that contradicted 
IPCC conclusions. But the 2-year delay due to rejections 
was fruitful, as the book kept improving. I had been a little 
unsatisfied because I did not have a good answer to how 
the climate changes and how the Sun affects the climate, 
although I found consolation in thinking that nobody did. 
Then a warm night in late spring, while walking along a 
Mediterranean seafront promenade eating an ice-cream, I 
let my thoughts wander on the Early-Eocene low gradient 
paradox. How could the poles have been so warm then if 
much less energy could be transported through such low 
gradient? It then struck me that the answer required just to 
invert the question. The Early-Eocene poles were so warm 
because much less energy was transported to them. Trans-
porting more energy to the poles is how the planet cools. 
Time will tell if I was correct, but I have been able to pro-
vide an answer to my questions, developing what I named 
the Winter Gatekeeper hypothesis.

Over the past six years I have put more dedication, 
effort and time in researching climate change than many 
people dedicate to obtain their university degree. No doubt 
sufficient effort to have obtained a second doctorate if I 

have focused it into a sufficiently narrow aspect. But my 
goal was not a title, yet contributing to the most interesting 
and important scientific question of our times. Without 
question science historians will have a feast in the future 
with the climate change scare, that Michael Crichton 
termed “State of fear.”  I want to be in the right side of it 
and for that I only have to follow the evidence wherever it 
takes me. I became a scientist to look for answers to im-
portant questions. The quest is what makes the effort valu-
able to me.

This book would not have been possible without the 
support and diffusion given to my work by Judith Curry, 
who had to endure my assault on her blog with articles 
several times longer than prudence recommends for the 
web. Publishing at her blog has given me a motivation for 
doing my best to deserve such distinction.  Andy May has 
accompanied me in this trip, being the first to read the 
material and improving it in multiple aspects. If the book 
can be understood it is thanks to his unpaid generosity, and 
all the mistakes are mine only. I also thank Willie Soon for 
his encouragement and for interesting and educative ex-
changes.

In the best spirit of science, many scientists have 
shared their data and figures with me even when disagree-
ing with my interpretation of the evidence. They have con-
tributed to make the book better.  They are: Jean-François 
Berger,  Maxime Debret, Sarah Doherty, Trond Dokken, 
William Fletcher, Jacques Giraudeau, Rüdiger Hass, An-
drea Kern, Thomas Marchitto, Paul Mayewski, Adriano 
Mazzarella,  Nick McCave, Kerim Nisancioglu, Olga 
Solomina, Christopher Scotese, Frank Sirocko, Willie 
Soon,  Ilya Usoskin, Heinz Wanner and Bernie Weninger. I 
am grateful to all of them. I am also grateful to all the 
commenters of my web articles and the reviewers of the 
book. They have also made the book better.

Finally, for enduring all the time and dedication that I 
have taken away from more important things, and for all 
the support she has given me through the years, I am 
deeply indebted and grateful to my companion Mar Lagu-
nas.

Javier Vinós
Madrid, December 27, 2021.
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FOREWORD

In May 2016, I received an email from Javier Vinós—
someone who was unknown to me at the time—proposing 
a guest post for my blog Climate Etc. (judithcurry.com) on 
the role of solar variability on climate. I jumped at the 
opportunity, since this was a topic I knew very little about. 
This post kicked off a 10 part series by Javier entitled ‘Na-
ture Unbound’ that was published on my blog over the 
course of two years -- this series provided the nucleus for 
“Climate of the Past, Present and Future.”

As a climate researcher myself, I learned an enormous 
amount from Javier’s blog posts. Like a majority of cli-
mate researchers, my expertise is on recent climate vari-
ability that is studied primarily in the context of elucidat-
ing manmade global warming. Most climate researchers 
focus on the period since 1950; I have been somewhat of a 
maverick in the climate research community by drawing 
attention to climate variations over the past several hun-
dred years and also to natural climate variability.

Given the ‘consensus enforcement’ surrounding the 
issue of manmade climate change,  there has been little 
incentive for an academic climate scientist to develop an 
alternative but comprehensive narrative of climate change. 
Javier Vinós, an academic researcher from outside the tra-
ditional fields from which climate scientists are drawn, has 
taken an independent look at climate variations and their 
causes – past, present and future. This is an enormous un-
dertaking for a single scientist. However, reasoning by 
single intellect about all of the relevant processes is a very 
much needed complement to the fragmented top-down 
consensus seeking approach employed the Intergovern-
mental Panel on Climate Change (IPCC), that is focused 
on ‘dangerous anthropogenic climate change.’

In the heavily politicized debate surrounding climate 
change, this book returns the debate to a rational, scientific 
one. Rather than starting from the assumption that recent 
warming is caused by manmade emissions of greenhouse 
gases, Javier Vinós examines how climate has changed 
naturally and then assesses how it is different from what is 
happening now. 

This book reminds us that climate ‘is’ climate change, 
with change being intrinsic to a very complex, strongly-
regulated dynamical system. The book provides strong 
support for the idea that the belief in a stable benign cli-
mate suddenly thrown out of equilibrium by human ac-

tions is, in all probability, wrong. It raises the suspicion 
that anthropogenic forcing of climate change has been 
seriously overestimated.

The first half of the book is a trip backwards in time – 
the past 800,000 years. Throughout the book,  a sense of 
the history of scientific debate on these topics is provided, 
including the current uncertainties. 

The book highlights the importance of solar variations 
in controlling the Earth’s climate.  The extraordinary coin-
cidence of Grand Solar Maximum in the late 20th century 
with a period of warming should raise all type of ques-
tions. Instead solar variability is assigned no role in Mod-
ern Global Warming by the IPCC. A great deal of the sci-
ence discussed in this book suggests that the climatic ef-
fect of solar variability has been significantly underesti-
mated, out of ignorance and neglect. This underestimation 
of solar forcing has the inevitable consequence of an over-
estimation of the role of CO2 and to the incorrect hypothe-
sis of CO2 as the control knob on climate. 

In pondering the climate of the 21st century, Vinós 
readily acknowledges that we are dealing with a situation 
without precedent and so the answers that we can obtain 
from science carry a huge uncertainty that cannot be prop-
erly constrained by evidence. His forecast for a stabiliza-
tion of the current warming does not depend on any 
change in policies or heroic reductions in emissions. He 
expects that atmospheric CO2 levels should reach 500 ppm 
but might stabilize soon afterwards. Afterwards global 
warming could end, with temperatures stabilized around 
+1.5 °C above pre-industrial, followed by a slow decline. 

After reading this book, I am perhaps more concerned 
about a coming ice age in several thousand years time than 
I am about the possibility of catastrophic warming from 
greenhouse gas emissions on the timescale of the 21st cen-
tury. If Vinós’ analysis is correct,  thinking that we can con-
trol the Earth’s climate by reducing CO2 emissions may 
turn out to be the greatest folly of the 21st century. This is a 
debate that we need to have.

Judith Curry
President, Climate Forecast Applications Network
Professor Emerita, Georgia Institute of Technology
Reno, NV USA.
5 March 2019
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ABBREVIATIONS

21stC-SGM: Mid-21st century solar grand minimum
97CS: 1997–1998 climate shift
!18O: Change in oxygen isotope 18, expressed as ‰
!D: Change in deuterium (hydrogen isotope 3), expressed 

as ‰
"m: One millionth of a meter

- A -
a: Anni. Years taking 1950 as the reference present date
Aa index: The antipodal amplitude geomagnetic index
AABW: Antarctic bottom water
AAM: Atmospheric angular momentum
ACE: Abrupt climatic event
AD: Anno Domini. Number of years since the beginning 

of the Christian era in the Gregorian calendar
AGW: Anthropogenic global warming.
AIM: Antarctic isotope maxima.
AMO: Atlantic Multidecadal Oscillation.
AMOC: Atlantic Meridional Overturning Circulation.
AO: Arctic oscillation
AOO: Arctic Ocean Oscillation index
AP: After present. Number of years after 1950 in the Gre-

gorian calendar
AR: Assessment report published by the IPCC
ASR: Absorbed short-wave radiation.

- B -
B2K: Before 2000. Number of years before the year 2000 

in the Gregorian calendar
BA: Bølling–Allerød Period
BC: Before Christ. Label to indicate a number of years 

before the beginning of the Christian era in the Gre-
gorian calendar

BDC: Brewer–Dobson circulation
BO: Biennial Oscillation of the polar vortex
BP: Before present. Number of years before 1950 in the 

Gregorian calendar

- C -
c.: Circa, approximately.
Cal (years): Calibrated years, also calendar years. Dating 

obtained from converting radiocarbon years to calen-
dar years

CE: Christian Era
CFC: Chlorofluorocarbon
CH4: Methane
CMIP: Coupled model intercomparison project
CO2: Carbon dioxide

COVID-19: Coronavirus disease 2019

- D -
D: Deuterium (hydrogen isotope 3)
D–O: Dansgaard–Oeschger
DACP: Dark Ages Cold Period
DLR: Downward longwave radiation
DNA: Deoxyribonucleic acid

- E -
ECMWF: European Center for Medium-range Weather 

Forecast
ECS: Equilibrium climate sensitivity.
EDC3: EPICA Dome–C deuterium age scale
ELA: Equilibrium line altitude, a glaciological term
ENSO: El Niño/Southern Oscillation
EPICA: European Project for Ice Coring in Antarctica
ERA: European Reanalysis
EROEI: Energy return on energy invested
ETCW: Early Twentieth Century warming
EUMETSAT: European Organisation for the Exploitation 

of Meteorological Satellites

- G -
Ga: Giga anni. Number of 109 years before the present
GCM: General circulation model
GHE: Greenhouse effect
GHG: Greenhouse gas
GI: Greenland interstadial
GICC05: Greenland Ice Core Chronology 2005
GISP2: Greenland Ice Sheet Project 2
GRIP: Greenland Ice Core Project
GS: Greenland stadial
GSAT: Global surface average temperature
GSL: Geological Society of London
Gt: Gigatonnes
GtC: Gigatonnes of carbon
Gyr: Giga years, billions (109) of years

- H -
HadCRUT: Hadley Climate Research Unit temperature
HadSST: Hadley sea-surface temperature
HCO: Holocene Climatic Optimum
HE: Heinrich event

- I -
IACP: Intra-Allerød Cold Period
IERS: International Earth Rotation and Reference Systems 

Service
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IPCC: Intergovernmental Panel on Climate Change
IPWP: Indo–Pacific Warm Pool
IR: Infrared radiation
IRD: Ice-rafted debris
ISGI: International Service of Geomagnetic Indices
ITCZ: Intertropical Convergence Zone

- K -
ka: Kilo anni. Number of 103 years from the present
KNMI: Koninklijk Nederlands Meteorologisch Instituut
kyr: Kilo years, thousands of years

- L -
LBK: Linearbandkeramik (German), Linear Pottery cul-

ture
LGM: Last Glacial Maximum
LIA: Little Ice Age
LIG: Latitudinal insolation gradient
LOD: Length of day.
LTCW: Late Twentieth Century warming
LTG: Latitudinal temperature gradient
LWR: Longwave radiation

- M -
Ma: Mega anni. Number of 106 years before the present
MGW: Modern Global Warming
MHT: Mid-Holocene Transition
MIS: Marine Isotope Stage
MSM: Modern Solar Maximum
MPT: Mid-Pleistocene Transition
MT: meridional transport
mtDNA: mitochondrial deoxyribonucleic acid
MWP: Medieval Warm Period
Myr: Mega years, millions of years

- N -
NAC: North Atlantic Current
NADW: North Atlantic Deep Water
NAO: North Atlantic Oscillation
NASA: National Aeronautics and Space Administration
NCEI PDO index: Pacific Decadal Oscillation index pro-

duced by the National Centers for Environmental In-
formation from NOAA

NCEP/NCAR: National Center for Environmental 
Prediction/National Center for Atmospheric Research 
reanalysis

NEEM: North Greenland Eemian Ice Drilling Project
NGRIP: North Greenland Ice Core Project
NH: Northern Hemisphere
NOAA: National Oceanic and Atmospheric Administra-
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NOAA/ESRL: National Oceanic and Atmospheric 

Administration/Earth System Research Laboratories
NSIDC: National Snow and Ice Data Center

- O -
OHC: Ocean heat content

OLR: Outgoing long-wave radiation
ONI: Oceanic Niño Index

- P -
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PETM: Paleocene–Eocene Thermal Maximum
PV: Polar vortex

- Q -
QBO: Quasi-biennial oscillation
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1
INTRODUCTION

“Whenever a theory appears to you as the only possible one, take this as a sign that you have neither understood the 
theory nor the problem, which it was intended to solve.”

Karl R. Popper (1972)

Outstanding questions in climate 
change
One of the main global themes of the past decades is the 
global climate debate across science, policy, and advocacy. 
It has its root in the 1988 Toronto Conference on the 
Changing Atmosphere. Consensus had been building 
among climate scientists since 1980 that the increase in 
carbon dioxide (CO2) during the previous decades was 
finally having an effect on surface temperatures. In 1988 
that concern became global, and since then it has been a 
central issue to the UN and many nations. The Intergov-
ernmental Panel on Climate Change (IPCC),  created in 
1988, has become the world reference in climate science 
through its vast assessment reports on the scientific 
knowledge about climate change. 

As the most authoritative voice of climate science, the 
IPCC has a great influence in shaping the political dis-
course. Through the development of future scenarios, the 
IPCC has decisively contributed to an “emergency dis-
course”  supported by three powerful, yet unproven, scien-
tific concepts (Asayama 2021):

• The idea of a temperature threshold, a safe limit 
beyond which irreversible climate damage will take 
place. Initially set at +2 °C, this arbitrary threshold was 
moved to +1.5 °C in 2018 (IPCC Special Report on 
Global Warming of 1.5°C; SR15).

• The idea of an allowable carbon budget to stay be-
low a given temperature, despite the lack of an estab-
lished and accepted value of CO2 climate sensitivity. 
This allows the translation of temperature limits into 
policies to restrict greenhouse gases (GHGs) emissions.

• The idea of a climate deadline, derived from the 
calculation of when some temperature threshold will be 
crossed for a given level of emissions. This idea has 
captured the attention of climate activists and politi-
cians.  It can be illustrated by the phrase “we only have 
12 years to save the planet,” (The Guardian 2018) ex-
tracted from the 2018 SR15 report that states emissions 
must decline by about 45% from 2010 levels by 2030 to 
avoid surpassing the temperature threshold.

The UN secretary general,  António Guterres, urged all 
countries to declare a state of climate emergency until the 
world has reached net zero CO2 emissions (The Guardian 
2020). At least 15 countries and over 2,100 local govern-
ments in 39 countries have done so,  covering over 1 bil-

lion people. According to most scientists,  politicians, in-
ternational organizations, and the media, there is no 
greater pressing problem faced by humankind that only the 
reduction of our CO2 emissions will allow avoidance of 
the clear and impending danger of an irreversible climate 
catastrophe.

Given the stakes, it is our scientific duty to make sure 
we properly understand the totality of climate change.  Af-
ter all, climate change has always happened. In the words 
of Freeman Dyson: “Climate change is part of the normal 
order of things, and we know it was happening before hu-
mans came.” (Roychoudhuri 2007). It is clear that unusual 
changes are taking place in the climate system of the 
planet. The global glacier retreat that has been occurring 
since c. 1850 has no precedent for several thousand years 
(Solomina et al. 2015). This is happening at a time when 
the Milankovitch glacial cycle theory indicates glaciers 
should be growing, something that happened for most of 
the time during the last five thousand years until the 19th 
century. The cryosphere retreat for the past two centuries 
has all the marks of a strong anthropogenic contribution. 
However, the claim by the IPCC that the climate change 
since pre-industrial times shows no evidence of a signifi-
cant natural contribution should be met with a dose of 
skepticism. After all, there is no generally agreed cause for 
the Little Ice Age (LIA), the early 14th century to mid-19th 
century cold period, well registered in human history 
(Zhang et al. 2007; Parker 2012). If we are uncertain of 
what caused the LIA, how can we be so sure about the 
cause of what came afterwards?

This book is the result of a profound and detailed 
study on natural climate change,  a relatively neglected part 
of today's climate science. It is not a review of what is 
known on natural climate change, as other excellent books 
accomplish that. Quite the contrary, the book is a detailed 
examination of unanswered natural climate change ques-
tions and problems, whose discussion is usually restricted 
to highly specialized scientific works. The relevant evi-
dence to these outstanding climate questions, painstak-
ingly gathered by climate researchers over the last dec-
ades, is displayed in a multitude of custom-made illustra-
tions. The book discusses the evidence for the presence 
and causes of natural climate cycles, and other natural 
climate events, that have had a profound effect on the past 
climate of the planet, and their relevance to present cli-
mate change.

Chapter 2 examines the unsettled questions in the 
glacial–interglacial cycle of the Pleistocene, and standing 

This pdf version of the book is free. Purchase of the inexpensive eBook is kindly requested.



problems with their most accepted explanation, the Mi-
lankovitch theory. The Mid-Pleistocene Transition 
changed the interglacial frequency from a 41-kyr obliquity 
cycle to a poorly defined 100-kyr cycle of uncertain ori-
gin. A drastic change with great repercussions for the cli-
mate of the planet for which no explanation can be found 
in a corresponding change in Milankovitch forcings, as 
they are currently understood. Trying to explain the 100-
kyr frequency in terms of eccentricity leads to the prob-
lematic weakening in Pleistocene climate records of the 
125 and 405-kyr periodicities in eccentricity (Nie 2018), 
and to the puzzling observation that for the past 5 Myr 
eccentricity and its supposed climatic effect display anti-
correlation (Lisiecki 2010). Two hypotheses within Mi-
lankovitch theory try to explain interglacial determination. 
The best well-known one focuses on 65°N peak summer 
insolation, a property that depends on precession changes. 
A competing hypothesis, that traces its origin to Milutin 
Milankovi# himself, focuses on a caloric summer or sum-
mer energy integral that mostly depends on obliquity 
changes (Huybers 2006). This hypothesis, practically un-
known outside specialized circles, is the one best sup-
ported by evidence, and readily solves many of the prob-
lems detected with Milankovitch theory, including that,  for 
some interglacials, the effect appears to precede the cause.

Chapter 3 investigates the Dansgaard–Oeschger cycle 
found in proxy records of the last glacial period. These 
events served as blueprint for the definition of abrupt cli-
mate change. Their cause is unsettled, and different hy-
potheses put the focus on the Atlantic Meridional Over-
turning Circulation, meltwater events, sea-ice processes, or 
abrupt changes in thermohaline water stratification. The 
unresolved question of their periodic occurrence is revis-
ited, producing an interesting twist: Evidence suggests that 
Dansgaard–Oeschger events are triggered according to 
two inter-related periodicities of a suggested tidal origin.

Chapter 4 analyzes the evidence for Holocene cli-
matic variability. The Holocene was long considered a 
quite stable climate period,  but evidence has been uncov-
ered in the last few decades of the occurrence of over 
twenty centennial periods when the rate of climate change 
greatly surpassed the long-term average. The most intense 
and best studied of these periods is the 8.2-kyr event, but 
the existence of so many periods of abrupt climate change 
at times when GHGs hardly changed reveals that our un-
derstanding of natural climate change is inadequate.  The 
Mid-Holocene Transition that separates the Holocene Cli-
matic Optimum from the Neoglacial was accompanied by 
a change in climatic frequencies that has not been properly 
explained (Debret et al. 2009).

Does a 2500-yr climate cycle exist? It was first pro-
posed by Scandinavian researchers in the early 20th cen-
tury that high latitude Holocene climate was comprised of 
four botanical periods of c. 2500 years (the Blytt-
Sernander sequence). Their relevance is not just regional, 
because the high latitudes are more sensitive to climate 
change, amplifying its variations (e.g., Arctic amplifica-
tion) and more clearly display less prominent global 
changes. This climatic classification was popular among 
researchers before the 1970s.  Chapter 5 investigates the 
related c. 2500-yr climate cycle first proposed by Roger 
Bray (1968),  for which abundant proxy evidence exists. 
He proposed a solar cause for it, and cosmogenic isotope 
records show a remarkable degree of agreement, showing 

the coincidence of Spörer-type solar grand minima with 
the most conspicuous periods of abrupt climate deteriora-
tion in the Holocene proxy climate evidence. The features 
of the proxy evidence that display this solar-climate corre-
spondence for the Bray cycle suggest what aspects of the 
climate system are most affected by the persistent changes 
in solar activity when they last several decades.

Chapter 6 deals with the archaeological and historical 
evidence,  in addition to climate proxy evidence, for the 
abrupt climatic events tied to the Bray cycle, and the mark 
they left in some human societies at the times they took 
place. There is a clear association between periods of pro-
found climate worsening and periods of social crisis, that 
often coincide with important cultural transitions, lending 
support to the hypothesis that climate change acts as an 
engine for societal progress and adaptation (Roberts et al. 
2011). Archaeological climate studies are increasingly 
important and both scientific disciplines can benefit from 
their interaction.

For the past two decades, since Gerard Bond et al. 
published their landmark article (2001), there has been a 
scientific debate over the existence and importance of a 
1500-yr Holocene climate cycle. This unresolved discus-
sion has greatly abated in the latest years due to contradic-
tory evidence resulting in the cycle's waning acceptance. 
Chapter 7 takes a critical look at this question, and shows 
that when properly framed, the existence of the cycle is 
clearly supported by a particular subset of climate proxies. 
The nature of these proxies gives important clues regard-
ing the 1500-yr cycle’s possible mode of action. Unusual 
features displayed by some of these proxies raise the pos-
sibility that the cycle has a different cause than generally 
assumed.

Holocene solar activity, as inferred from cosmogenic 
isotope records, displays several periodicities in frequency 
analysis. These controversial quasi-cycles present a vari-
ability in the period and amplitude of their oscillations 
similar in proportion to the substantial variability in the 
accepted 11-yr solar cycle. Chapter 8 examines the evi-
dence supporting their existence and their correspondence 
with quasi-cyclical climate changes. The very good phase 
agreement between solar oscillations and climate oscilla-
tions explains why this association is so pervasive in the 
paleoclimatological scientific literature. This association is 
not often discussed outside the discipline.

Chapter 9 looks at the climatic impacts resulting from 
changes in the greenhouse effect. It starts with the history 
of how it evolved to become at present the most accepted 
explanation for climate change, and then it focuses mainly 
on the role of GHG variations as an agent for natural cli-
mate change,  a perspective less explored than its anthro-
pogenic role. The unsettled Faint Sun Paradox and the 
possible factors proposed as an explanation are examined. 
The role of CO2 in Phanerozoic climate evolution is con-
troversial and, when closely examined, the quality of the 
data does little to resolve the debate. The usual explanation 
that long-term CO2 changes precisely compensated for 
long-term changes in solar brightness leads directly to the 
anthropic principle, i.e., if it had not happened we would 
not be here. A unsatisfactory, unfalsifiable answer.  The 
Cenozoic era, with better data, displays a puzzling lack of 
correspondence between climate changes and CO2 
changes that is seldom discussed. A role for the CO2 
changes of the past 70 years in modern global warming is 
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generally accepted, but the recent proposition that CO2 is 
the “principal control knob governing Earth’s tempera-
ture” (Lacis et al.  2010), here referred to as the CO2 hy-
pothesis, lacks in supporting evidence.

Chapter 10 examines one of the most fundamental and 
least well-known properties of the climate system, the 
meridional transport of energy along the latitudinal tem-
perature gradient. It involves the stratosphere,  troposphere, 
and ocean in a not well understood coupling, that is vari-
able in time and space. Most of the variability in the en-
ergy transported is seasonal,  tied to the strengthening of 
the winter atmospheric circulation when the temperature 
gradient becomes steeper. Evidence is presented that re-
lates different climate phenomena to changes in this trans-
port, examining the role of the Quasi-Biennial Oscillation, 
El Niño/Southern Oscillation (ENSO), and the solar cycle 
in modulating meridional transport.  A particularly ne-
glected piece of evidence is crucial to revealing the solar 
modulation of meridional transport, as changes in atmos-
pheric circulation can be related to the correlation between 
the solar cycle and changes on Earth's rate of rotation 
(Lambeck & Cazenave 1973; Le Mouël et al. 2010). The 
effect of changes in solar activity on ENSO is far from 
being accepted, despite an abundant bibliography. The 
possibility that ENSO acts as a tropical pump linked to 
meridional transport leads to new evidence of the solar 
modulation of ENSO presented in this book.

Chapter 11 is a continuation of chapter 10, reviewing 
the evidence that two drivers of climate change,  volcanic 
forcing and multidecadal internal variability, induce 
changes in meridional transport. It is known that changes 
in multidecadal oscillations are associated with climate 
regime shifts (Tsonis et al. 2007). Evidence is presented in 
support of one such shift taking place in 1997–98, associ-
ated with a change in meridional transport, that altered the 
energy budget of the planet. This evidence leads to the 
intriguing possibility that meridional transport changes 
constitute an unrecognized climate change driver.  An all-
encompassing hypothesis is presented to propose that me-
ridional transport is the principal driver of natural climate 
change. This hypothesis links all other natural causes, vol-
canic eruptions, multidecadal internal oscillations, ENSO, 
and solar activity, through their effects on the amount of 
energy directed to the two gigantic cooling radiators that 
the planet has at its poles in the current ice age. This hy-
pothesis is named the Winter Gatekeeper because the vari-
able amount of energy lost by the planet at the winter dark 
pole is proposed as the main climate effect mediator.

With the knowledge gained about natural climate 
change, modern global warming is examined in chapter 
12. The recent warm period presents some highly unusual 
characteristics, like its non-cyclical cryosphere retreat that 
appears to have undone most of the Neoglacial advance, 
and its human-caused very high, and fast rising,  CO2 lev-
els, higher than at any time during the Late Pleistocene. 
But unlike the anthropogenic forcing, the increase in tem-
perature and sea level over the past 120 years shows little 
acceleration. According to the evidence the anthropogenic 
contribution is clear,  but how much is human-caused and 
how much is natural is still an open question. The IPCC 
and most climate scientists are confident of the answers 
provided by climate models.  Whether they deserve such 
confidence remains to be seen.

The IPCC has decisively contributed to the climate 
“emergency discourse” through the development of a se-
ries of gloomy future scenarios, not only in temperature 
but also in other climate phenomena, like sea-level or Arc-
tic sea-ice. Leaving aside the debate about how unusual 
the IPCC’s business-as-usual scenarios are, chapter 13 
attempts to produce an alternative set of projections. Un-
like IPCC projections, they consider fossil fuel supply side 
constraints and human population dynamics. They also 
take advantage of the advances made by systematic studies 
on forecasting (Armstrong et al. 2015). The golden rule of 
forecasting establishes the need to be conservative and 
adhering to cumulative knowledge about the subject. The 
set of conservative climate forecasts for the 21st century 
presented in chapter 13, is opposite to IPCC's wildly ex-
tremist projections. Time will be the final arbiter between 
this author's modest efforts and IPCC's multi-million-
dollar bureaucracy’s scientific projections.

The final chapter deals with the very distant future 
when the present interglacial should come to an end and 
the planet returns to the glacial conditions that have domi-
nated the Pleistocene. The IPCC has reached the outland-
ish conclusion that a new glacial inception is not possible 
for the next 50 kyr if CO2 levels remain above 300 ppm 
(Masson–Delmotte et al. 2013).  The evidence presented in 
chapter 14 shows that glacial inceptions have taken place 
for the past two million years every time obliquity has 
gone below 23° during an interglacial. Interglacials are 
simply unsustainable under low obliquity conditions and 
there is no evidence that this time will be different.  The 
long interglacial hypothesis rests on the wrong astronomi-
cal parameter, high equilibrium climate sensitivity to CO2, 
and uncertain model predictions of very slow long-term 
CO2 decay rates. The evidence supports a long delay be-
tween orbital forcing and its global ice-volume effect. If 
correct, the orbital threshold for glacial inception is 
crossed several millennia before glacial inception takes 
place. The orbital threshold calculated for the interglacials 
of the past 800,000 years supports that it was crossed for 
the Holocene 1400–2400 years ago. This interpretation of 
the evidence suggests that it is just a matter of 1500–4500 
years before the next glacial inception takes place,  putting 
an end to the Anthropocene.

The future is unknown, but unless we attempt to an-
swer the outstanding questions about natural climate 
change reviewed in this book, the climate science of the 
future will not have a solid foundation. Science is about 
skepticism and debate. In the words of Richard Feynman:

“Once you start doubting, just like you’re supposed to 
doubt. You ask me if the science is true and we say 'No, no, 
we don't know what's true, we're trying to find out, every-
thing is possibly wrong' … When you doubt and ask it gets 
a little harder to believe. I can live with doubt and uncer-
tainty and not knowing. I think it’s much more interesting 
to live not knowing, than to have answers which might be 
wrong.” (Feynman 1981)

If we disallow the skepticism and the debate, we end 
with no science.
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2
THE GLACIAL CYCLE

“There are three stages of scientific discovery: first people deny it is true; then they deny it is important;
 finally they credit the wrong person.”

Alexander von Humboldt, as cited by Bill Bryson (2003)

2.1 Introduction
The Earth has spent most of its time during the past mil-
lion years within the coldest 5% of the past 500 million 
years. It is locked in a very cold stage known as the Late 
Cenozoic Ice Age. The reasons for this are unknown. An 
ice age is defined as any period when there are extensive 
ice sheets over vast land regions, as we see now. Since the 
last four cold periods of the Phanerozoic Eon (three of 
them with ice age conditions; see Sect. 9.3.2 & Fig. 9.4) 
have taken place roughly 150 million years apart, some 
scientists favor an astronomical explanation (changes in 
the Sun, the orbit of the Earth, or passage of the solar sys-
tem through more dense regions or galactic arms), while 
others prefer a terrestrial explanation (changes in the con-
tinental distribution, or in greenhouse gases concentra-
tion).

During the Quaternary or Pleistocene Glaciation (last 
2.58 Myr),  the Earth's climate alternates between very cold 
conditions during glacial stages and conditions similar to 
the present during interglacials. The glacial/interglacial 
alternation is known as the glacial cycle. For the past 
800,000 years the Earth has spent roughly 82% of its time 
in glacial conditions and 18% of its time in interglacial 
conditions.

Milankovitch Theory on the effects of Earth's orbital 
variations on insolation remains the most accepted expla-
nation for the glacial cycle since 1976 (Hays et al. 1976), 
when evidence was uncovered that the glacial cycle pre-
sents the same frequencies as Earth's orbital changes. Ac-
cording to its defenders, the main determinant of a glacial 
period termination is high 65°N summer insolation,  and a 
100-kyr cycle in eccentricity induces a non-linear response 
that determines the pacing of interglacials. Available evi-
dence, however, supports that the pacing of interglacials is 
determined by obliquity,  that the 100 kyr spacing of inter-
glacials is not real, and that the orbital configuration and 
thermal evolution of the Holocene does not significantly 
depart from the average interglacial of the past 800,000 
years.

So,  we don't know why the Earth is in an ice age, but 
at least we think we know why 18% of the time the Earth 
gets a brief respite from predominantly glacial conditions 
and enters the milder conditions of an interglacial.

2.2 Milankovitch Theory
The currently favored theory on glacial–interglacial cli-
mate change was first proposed in 1864 by James Croll, a 
self-educated janitor at the Andersonian College in Scot-
land, who demonstrated that scientific advance can be 
produced by anybody with a good mind. He was offered a 
position in 1867,  corresponded with Charles Lyell and 
Charles Darwin, and was awarded an honorary degree. But 
scientific knowledge at the time and his own limitations in 
mathematics and astronomy led to the final rejection of the 
theory. Croll wrongly concluded that orbital eccentricity 
and lack of winter insolation were responsible for glacial 
periods, and although he was the first to propose a positive 
ice-albedo feedback as a mechanism, his model called for 
asynchronous glaciations at the poles and timings for gla-
ciations that were not supported by the evidence then 
available.

The Serbian genius Milutin Milankovi# was, in 1920, 
the first to undertake the work of calculating the intricacies 
of the Earth insolation at different latitudes due to orbital 
variations in a time without computers. He had adopted 
Joseph Murphy's (1876) view that long cool summers and 
short mild winters were the most favorable conditions for 
a glaciation, and he identified summer insolation as the 
key factor to explain the drastic climate changes of the 
past. His theory was not accepted until 1976, when geo-
logical evidence was found on multiple glacial–interglacial 
cycles, although their timing (100 kyr) was a bit off rela-
tive to Milankovitch Theory. Proper dating of glaciations 
during the past 2.6 million years showed that for the most 
part they have taken place at intervals of 41,000 years, a 
period more akin to orbital insolation forcing.

Milankovitch Theory is based on the complex changes 
that the orbit and orientation of the Earth suffers due to the 
slowly changing gravitational pull from other bodies in the 
Solar System. There are three types of orbital changes that 
affect Earth's insolation over the long term (Fig. 2.1).

2.2.1 Eccentricity
If the Solar system was only composed of the Sun and the 
Earth, Earth's elliptical orbit would always have the same 
eccentricity. However, the movements of the other planets, 
mainly the closest giant, Jupiter, and the closest planet, 
Venus, introduce gravitational perturbations that slightly 
change the eccentricity of the Earth's orbit. Eccentricity 
changes with a major beat of 405 kyr and two minor beats 
of 95 and 125 kyr. A change in eccentricity is the only 
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orbital modification that alters the amount of solar energy 
that the Earth receives as it changes its distance from the 
Sun.  However, the yearly averaged insolation shows only 
a very small change that is due to the increase in Earth's 
average distance to the Sun with increasing eccentricity. 
This effect is caused by the planet spending more time 
farther from the Sun in a more eccentric orbit due to Kep-
ler's second law. Since the Earth's orbit is always quite 
circular (eccentricity varies from 0.004 to 0.06) the change 
in insolation between perihelion and aphelion (now at 
January and July) is small,  currently about 6.4% (eccen-
tricity 0.016). The changes in eccentricity also produce a 
shortening and lengthening of the seasons as the Earth 
speeds at perihelion and slows at aphelion. Currently the 
Northern Hemisphere winter (at perihelion) is 4.6 days 
shorter than Southern Hemisphere winter (at aphelion). 
The important thing to remember in terms of climatic 
change is that due to the length of its main cycle, and the 
low eccentricity of Earth's orbit, the eccentricity cycle 
results in an exceedingly small forcing.  Or in other words, 
the annually averaged insolation changes by less than 
0.2% due to eccentricity. It is only through its effect on 
precession and obliquity that eccentricity becomes rele-
vant. The combined effect makes eccentricity a very rele-
vant climatic factor, and the 405 kyr precession cycle has 
been identified by its effect on strata over hundreds of 
millions of years (Kent et al. 2018).

2.2.2 Obliquity
This cycle is given by the changes in the inclination of 
Earth's axis, or axial tilt, with respect to Earth's orbital 
plane. This changes are caused by the torque exerted by 
the gravitational pull from the Sun and the Moon on the 
equatorial bulge of the Earth, with a minor contribution by 
the planets. The axial tilt varies between 22.1° and 24.3° 
over the course of a cycle, that takes 41 kyr. Currently the 
tilt is 23.44° and decreasing. The change in tilt changes the 
distribution of the solar energy between the seasons and 
through latitudes. The higher the obliquity, the more inso-
lation in the poles during the summer and the less insola-
tion in the poles during the winter and in the tropical areas 
all year. High obliquity promotes interglacials, while low 
obliquity is associated with glacial periods. Obliquity does 
not change the amount of insolation the Earth receives,  but 
it changes the amount of insolation each latitude receives 
and the change is large at high latitudes. Surprisingly, 
obliquity has a bigger effect on climate than expected from 
the latitudinal distribution of its insolation changes. It 
should have little effect in the tropics, but there is a clear 
obliquity imprinting in West African monsoonal derived 
records. It is believed that the effect from obliquity 
changes is enhanced through changes in the latitudinal 
insolation gradient (Bosmans et al. 2015).

2.2.3 Precession
There are two precessional movements. The axial preces-
sion is the Earth's slow wobble as it spins on its axis due to 
the gravitational pull on its equatorial bulge mainly by the 
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Fig. 2.1 Changes in Earth's orbit as the basis for Milankovitch theory
The orbital eccentricity variation produces changes in the shape of the Earth's orbit with periods of 405 kyr and 100 kyr. Axial tilt 
changes with obliquity periods of 41 kyr. The apsidal precession rotates the orbit around one of the elliptical foci, while the axial preces-
sion wobbles the Earth. Both together produce an average precession period of c. 23 kyr.



Sun and the Moon. The Earth's axis then describes a circle 
against the fixed stars in 26 kyr, so if it is now pointing to 
Polaris, at 13 ka it was pointing to Vega. The apsidal (or 
elliptical) precession is the slow rotation of the elliptical 
orbit around the focus of the ellipse closest to the Sun in a 
period of 113 kyr (Fig. 2.1). It is the result of a combina-
tion of factors including the effects from general relativity 
and perturbations from other planets. The combined pre-
cession (of the equinoxes) from these two movements dis-
places progressively the seasons around the year and 
around the orbit, so that if now Northern Hemisphere 
winter takes place at perihelion (perigee closest to the 
Sun), in about 11,500 years it will be taking place at aphe-
lion (apogee farthest from the Sun). Precession is therefore 
modulated by eccentricity as the precession angle would 
be irrelevant at zero eccentricity (circular orbit). It is im-
portant to note that precession doesn't change the amount 
of insolation that the Earth receives or the amount of inso-
lation that each latitude receives during the year.  Whatever 
insolation precession gives to one season, it takes it back 
from the other seasons, thus precession is an important 
contributor to seasonal insolation and to the latitudinal 
insolation gradient.  The interaction of the various compo-
nents of precession produce oscillations at 19, 22 and 
24 kyr with a mean cycle period of roughly 23 kyr. Since 
the Northern Hemisphere summer now takes place at 
aphelion, we are at a minimum, in the precessional cycle, 
from the point of view of summer insolation at 65°N.

2.2.4 Modern interpretation of Milankovitch 
Theory
As currently viewed by followers of Milankovitch Theory, 
glacial inception takes place when summer insolation at 
65°N allows more ice to survive the summer every year. 
This starts the buildup of the Laurentide, Fennoscandian 
and Siberian ice sheets. This process is fueled by ice-
albedo and other feedbacks and progressively cools the 
Earth with a simultaneous drop in sea level. The glacial 
period survives several cycles of increased 65°N summer 
insolation and progressively gets colder with a lower sea 
level. The next eccentricity cycle, at 95 or 125 kyr later, 
induces a non-linear response on precession such that the 
next rise in 65°N summer insolation triggers a glacial ter-
mination.  This is a much faster process than glaciation as 
is helped by feedback effects such as a reduction in ice-
albedo or a buildup of greenhouse gases.

However, this was not the original view of Milanko-
vi#. In 1869 Joseph Murphy debated the conditions that 
promoted glaciation with James Croll,  and before review-
ing the evidence he concluded: “We have plenty of ob-
served data; and I think I can show that they all go to 
prove a cool summer to be what most promotes glaciation, 
while a cold winter has, usually, no effect on it whatever” 
(Murphy 1869). Had Croll taken Murphy's advise perhaps 
we would be studying Croll Theory of glaciations. Mur-
phy's reasoning proved influential on the following dec-
ades, and Milankovi# adopted his view. Milankovi# did 
not consider peak summer insolation at 65°N, but took the 
effort to calculate the caloric half-year summer insolation 
at high latitude, an integral of the caloric power from inso-
lation for the equinoxial half-year that contains the sum-
mer. This calculation is not only a much better representa-
tion of Murphy's proposal of cool summers than peak in-

solation on a certain date, but it also results in a different 
consideration of orbital parameters. Precession is mostly a 
seasonal factor, while obliquity is a semiannual factor. 
Therefore, peak insolation depends mainly on precession, 
while half-year summer insolation depends mainly on 
obliquity at high latitudes. Milutin Milankovi# proposed 
that high-latitude caloric half-year summer insolation de-
termined the amount of snow cover that can survive sum-
mer melt, causing ice-sheet growth or retreat. In Milanko-
vi#'s caloric summer, despite not taking into account sea-
sonal duration, precession is in control of the low latitudes 
while obliquity is in control of the high latitudes.

Milankovi#'s concept of caloric summer was aban-
doned in favor of 21st June insolation after Berger (1978). 
65°N summer insolation depends almost completely on 
precession, and was introduced into the first models 
(Kutzbach 1981). It was quickly adopted as the Milanko-
vitch parameter of choice despite not being Milankovi#'s 
proposal. This is an important mistake because precession 
as a glacial control has an Achille's heel in Kepler's second 
law. The closest the Earth is to the Sun during the North-
ern Hemisphere summer, the highest its velocity, and the 
shortest the summer. So, the number of days with enough 
insolation to melt the ice is lower, resulting in less melting. 
The SPECMAP project has literally carved in stone this 
mistake by tuning the oceanic isotopic records to preces-
sion, resulting in circular argumentation, as now preces-
sion affects climate as climate records are tuned to preces-
sion. But the imprinting of obliquity on climate is every-
where. Even in the tropics,  where the effect of obliquity 
should be very low, there is a clear obliquity effect on cli-
mate proxies, like Mediterranean sapropel patterns result-
ing from the West African monsoon insolation-driven 
changes. An effect of the latitudinal insolation gradient, 
that depends mainly on obliquity, has been proposed as 
explanation (Bosmans et al. 2015).

The deviation of modern Milankovitch Theory from 
obliquity-linked half-year summer insolation to 
precession-linked peak summer insolation has important 
climatic repercussions. Milankovitch Theory was origi-
nally linked to a 41 kyr effect,  while currently it struggles 
searching for a 23 kyr effect with most authors unaware of 
the source of the problems. Without having clarified this 
important issue that will be reviewed below, current dis-
cussions on Milankovitch Theory are about the fashion-
able role of CO2 in glacial termination (Shakun et al. 
2012), about a three stage model with interglacial, mild 
glacial and full glacial conditions (Paillard 1998), or about 
a sea-ice switch to explain why other peaks in 65°N sum-
mer insolation fail to get the world out of a glacial until 
the eccentricity cycle kicks in 100 kyr later (Gildor & 
Tziperman 2000).

2.3 Problems with Milankovitch 
Theory
The current theory, as presented in textbooks, explains 
glaciations through summer insolation at 65°N, paced by 
the 100-kyr eccentricity cycle, and is supported by the 
scientific consensus.  But, it has some important problems 
that challenge its validity, and most of them can be traced 
to the adoption of 65°N peak summer insolation as the 
significant parameter.
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2.3.1 The Mid-Pleistocene transition
Milutin Milankovi#'s hypothesis, based on Joseph Mur-
phy's cool summers, called for the 41-kyr obliquity cycle 
affecting the amount of energy received at high latitudes 
during caloric summer half-years,  leading to glaciation or 
deglaciation as it went through the ice melting/
accumulation threshold. When Hays et al (1976) analyzed 
benthic cores over the past 468 ka, they found the 41-kyr 
signal, but a stronger one at 100-kyr. Milankovitch Theory 
had no particular place for eccentricity, as its forcing is 
exceedingly small. The problem was compounded when 
more benthic cores extended the record over the past 
5 Myr (Lisiecki & Raymo 2005). Before 1.2 Ma the record 
showed interglacials spaced on a 41-kyr cycle, but after 
0.8 Ma on a 100-kyr cycle (Fig. 2.2). The period 1.2–
0.8 Ma was named the Mid-Pleistocene Transition (MPT), 
and nobody knows what caused the change in glacial pe-
riodicity. There are no known orbital changes, no known 
solar activity changes and no known greenhouse gas 
changes that can explain a geologically abrupt transition 
from 41-kyr to 100-kyr interglacial spacing. Essentially 
scientists are caught in a double bind. An explanation of 
the 100-kyr glacial periodicity in terms of eccentricity and 
northern summer insolation leads to an unexplainable 41-
kyr pre-MPT planet, while an explanation of the glacial 
cycle in terms of 41-kyr obliquity falls short of explaining 
the 100-kyr post-MPT planet. It is actually a false dilemma 
that can be easily explained in Occam's principle terms.

2.3.2 The 100-kyr problem
The most important problem with the modern interpreta-
tion of Milankovitch Theory is the 100-kyr problem. It 
comes from the need to explain the observed 100-kyr fre-
quency in global ice-volume proxies in terms of orbital 
changes that do not match the observed climatic response 
to the calculated forcing. For the past one million years 
glacial ice-volume, measured by changes in 18O isotope, 

has oscillated with a main 97-kyr periodicity (Fig. 2.3). 
The only orbital cycle at that periodicity is the eccentricity 
cycle, but eccentricity is an almost negligible forcing on 
its own. So Hays, Imbrie, and Shackleton (1976), pro-
posed that eccentricity was playing its role in a non-linear 
way. The problem is compounded because the main cycle 
of eccentricity is 405-kyr and that cycle is barely seen in 
the benthic record (Fig. 2.3). Nie (2018) showed that the 
405-kyr periodicity in East Asian summer monsoon and 
global ice-volume intensified during the Pliocene and 
Early Pleistocene weakening significantly at the MPT, so, 
we are left with the conclusion that since then eccentricity 
produces a multiplicative effect during its minor 95 and 
125-kyr cycles, yet no important effect from its major 405-
kyr cycle. Maslin & Ridgwell (2005) call it “the eccentric-
ity myth.” In addition, the change from early-Pleistocene 
41-kyr glaciations to late-Pleistocene 100-kyr glaciations 
was achieved without any known change in insolation,  so, 
in its current incarnation, Milankovitch Theory is at odds 
to explain it.
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Fig. 2.2 The Mid-
Pleistocene Transition
Two different proxies 
for temperature, a) !18O 
isotope in benthic cores, 
and b) the alkenone 
UK'37 in marine sedi-
ments, show the pro-
gressive cooling of the 
Earth through the Plio-
cene. At the early-
Pleistocene, glaciations 
took place at 41 kyr 
intervals. As the cooling 
progressed, this interval 
lengthened to 100 kyr in 
what is called the Mid-
Pleistocene Transition. 
H, Holocene. After 
Zachos et al. (2001), and 
Lawrence et al. (2006).

Fig. 2.3 Spectral differences between eccentricity and global 
ice-volume
Orbital eccentricity multitaper spectrum (solid line) shows three 
major peaks at 405, 125, and 95 kyr. Untuned LR04 benthic 
stack !18O isotope ice-volume and temperature proxy record 
shows a peak close to 100 kyr, but an unremarkable peak at 
125 kyr and very little signal at 405 kyr. After Rial et al. (2013).



The 100-kyr problem is best illustrated in Fig.  2.4 
where we analyze Milankovitch Theory, through the de-
composition of 65°N peak summer insolation into its 
components: eccentricity, obliquity and precession (Fig. 
2.4a); and compare it with evidence from temperature 
proxy records (Fig.  2.4b), analyzed in the frequency do-
main to reveal their main cyclic components. Note that 
you rarely see eccentricity plotted at its true comparative 
forcing. The disparity is so evident (Fig.  2.4c) that the cur-
rent consensus glacial cycle hypothesis cannot be right. 
Except for the 41-kyr obliquity band there is a complete 
mismatch between the proposed forcing and the observed 
climatic effect. Precession contributes the majority of the 
energy variation in 65°N peak summer insolation, while its 
effect on ice-volume is small, and its frequency peaks (or 
bands in Fig.  2.4c) show little prominence. Eccentricity 
contributes one order of magnitude less energy than the 
other orbital components, yet it shows the biggest climatic 
response.

Muller & MacDonald (1997) showed that the 100-kyr 
spectral peak from climatic isotope data is too narrow to 
be the result of two components of 95 and 125 kyr, as as-
tronomical data requires (Fig. 2.3). Different explanations 
have been proposed for the absence of 405 and 125-kyr 
frequency bands in proxy records, like the 100-kyr cycle 

being due to Earth's orbital inclination (Muller & Mac-
Donald 1997), being paced by every fourth or fifth preces-
sion cycle (Ridgwell et al.  1999), or as an emergence of 
forced synchronization as an harmonic of the 405-kyr 
band (Rial et al. 2013). Another problem is that for the 
past 5 Myr there is a strong (–0.69) negative correlation 
between the 100-kyr power of eccentricity and the climatic 
proxy !18O in benthic cores (Lisiecki 2010),  so in essence 
the stronger the eccentricity forcing, the weaker the cli-
matic response. This is a serious objection to the non-
linear response proposed by Hays et al. (1976), as it has to 
be simultaneously non-linear and inverse.

2.3.3 The causality problem
Second in importance is the causality problem, exempli-
fied in “the stage 5 problem.” Marine Isotope Stage 5e is 
used here as an alternative name for the previous intergla-
cial, also known as Eemian. According to insolation, 
warming towards Eemian or Marine Isotope Stage 
(MIS) 5e should have started at the earliest at 135 ka, 
however data from crystals in a Nevada cave named Dev-
ils Hole in 1992 indicate that by that date Glacial Termina-
tion II was essentially finished (Winograd et al. 1992; 
Ludwig et al. 1992; Fig. 2.5). A great controversy erupted 
over that data in the literature and has not abated since (see 
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Fig. 2.4 The 100-kyr problem
Milankovitch theory, in its current consen-
sus form, runs into problems explaining 
the disparity between predictions and ob-
servations. a) The calculation of 65°N 
summer insolation shows that the pre-
dicted range of 105 W/m2 is mainly due to 
the contribution of precession, followed by 
obliquity with a similar magnitude. The 
contribution from eccentricity is one order 
of magnitude smaller. b) When the global 
ice-volume proxy spectra is analyzed, the 
main band is a 100-kyr band, followed in 
intensity by a 41-kyr band, while the 19–
24-kyr band is barely detectable. So, the 
strongest contributor gives the weakest 
signal, while the strongest signal comes at 
a frequency of what should be a negligible 
contributor, and the only orbital change 
giving a commensurate response to its 
forcing is obliquity. After Imbrie et al. 
(1993). c) Gabor transform (windowed 
time-frequency Fourier analysis) of 65°N 
summer insolation calculations from the 
orbit of the Earth during the last 800 kyr 
(left panel). The main contributor to the 
signal is the 23-kyr period, followed by the 
18-kyr period, both from precession cy-
cles, with the less intense band from 41-
kyr obliquity cycle next, as shown in a). 
Right panel, the same analysis performed 
over temperature data from observations 
(EPICA Dome C ice core deuterium re-
cord). The temperature proxy barely re-
sponds to precession, as the band at 23 kyr 
is very tenuous. Instead we see obliquity 
bands at 41 and 83 kyr (double harmonic) 
and the prominent band at 100 kyr, that 
cannot be the eccentricity, since it is miss-
ing what should be an even stronger band 
at 405 kyr. After Pollard & Baez (2013).



Moseley et al. 2016, and multiple comments to it in Sci-
ence vol. 354, issue 6310, 2016). But Devils Hole data is 
not alone, as similar data has been uncovered from coral 
reefs in the Bahamas (Gallup et al. 2002), Barbados and 
Papua New Guinea,  and from Iberian-margin sediments 
and Italian cave speleothems (Drysdale et al.  2009), and 
all of it indicates that termination was essentially com-
pleted by 135 ka. A date when 65°N summer insolation 
was still below the levels of 70% of the previous 100 kyr 
(Fig. 2.5). The issue remains unresolved, but additional 
data indicates that MIS 5e may not be the only glacial ter-
mination where the effect appears to precede the cause. 
MIS 15c shows the same situation. The problem is further 
complicated because summer insolation has been used as a 
defining criterion to date the start and end of glaciations in 
sediments in the official UN sponsored SPECMAP series. 
This results in circular reasoning since computed insola-
tion is assumed to pace the glaciations and terminations 
and has been used to date them. See Puetz et al. (2016) for 
a strong criticism of the practice of record orbital tuning.

2.3.4 The asymmetry problem
A third issue is that glacial cycles are symmetric between 
the hemispheres,  as both are warming or cooling simulta-
neously, whereas the seasonal precession forcing (and 
65°N summer insolation) is anti-symmetric. That is, when 
one hemisphere warms the other cools. As CO2 is a rela-
tively well mixed gas in the global atmosphere, it is 
claimed that it can be also responsible for interhemispheric 
synchroneity (Lorius et al. 1985).

2.3.5 The 41-kyr problem
A fourth problem that is seldom discussed is the 41-kyr 
problem. If modern Milankovitch Theory struggles to ex-
plain the glacial cycle in the last 0.8 million years, it has 
no less problems to explain it between 3–0.8 million years 
ago. During that period temperatures and global ice-

volume varied almost exclusively at the 41 kyr obliquity 
period,  while high-latitude peak summer insolation is al-
ways dominated by precession. If we explain interglacials 
in terms of peak summer insolation as the driving mecha-
nism, then the 41 kyr periodicity found in the Plio–Pleis-
tocene record prior to the MPT becomes unexplained.

2.4 Evidence that interglacial pacing 
does not follow a 100-kyr cycle
The claim that interglacials follow a 100-kyr cycle is sur-
prising. According to the LR04 marine sediment cores 
stack or EPICA Dome C Antarctic ice core no single inter-
glacial of the past 800,000 years starts 100,000 years after 
the previous one. Eccentricity-linked 95 and 125 kyr pe-
riodicities are also not particularly favored intervals. Table 
2.1 shows the distance from the start of every interglacial 
for the past 800 kyr to the start of the previous one, using 
the temperature at the start of the Holocene (0 °C anomaly 
in EPICA Dome C data) as the defining criterion for the 
start date (extrapolating the warming rate for interglacials 
that didn't reach 0 °C,  see Fig.  14.7). It is also difficult to 
understand how a 100-kyr cycle hypothesis can be sup-
ported based upon 11 interglacials within the last 800 kyr 
that have an average spacing of 72.7 kyr, very far from 
100 kyr.

To clarify this issue, I have plotted the interglacial 
start date versus distance from previous interglacial start 
date, after Mearns & Milne (2016). The result is given in 
Fig. 2.6. The data strongly indicates that the spacing of 
interglacials tends to fall on multiples of the 41,000-year 
obliquity cycle.  There are two anomalous interglacials, 
MIS 11c that was unusually long, and MIS 7e that was 
unusually short.  It is possible that MIS 11c was long be-
cause it started early, and MIS 7e was short because it 
started late. Correcting for this possibility sets also the 
next two interglacials interval as multiples of the obliquity 
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Fig. 2.5 The causality problem
According to Milankovitch theory, 
glacial termination II, leading to MI 
Stage 5e or the Eemian interglacial, 
could not have commenced earlier than 
135 ka due to low 65°N summer insola-
tion (dashed line). However, data from 
Devils Hole cave (black line, left outer 
scale; after Landwehr et al. 1997) indi-
cates a much earlier start since degla-
ciation was already well under way at 
140 ka. Data from Barbados coral reefs 
(squares, right inner scale; after Gallup 
et al. 2002)) supports the early start as 
by 136 ka, according to sea levels, ter-
mination II was already 80% complete. 
Iberian-margin benthic core MD95–
2042 !18O record supporting an early 
Termination-II (circles, left inner scale; 
after Drysdale et al. 2009). Obliquity 
(not shown) started increasing 10 kyr 
earlier than insolation, at 150 ka.



frequency (Fig. 2.6, arrows) and shows every interglacial 
of the past 800 kyr spaced at multiples of obliquity.

Another observation is that at times of high eccentric-
ity in the 405-kyr eccentricity cycle, as at 600 ka and 
200 ka, interglacial spacing drops to c. 41-kyr (MIS 15c/
MIS 15a, MIS 7e/MIS 7c–a; Fig. 2.6); so how is it possi-
ble that eccentricity promotes a 100-kyr interglacial perio-
dicity if at the times when eccentricity is highest the fre-
quency of interglacials increases to 41-kyr? This observa-
tion supports Lorraine Lisiecki finding of anti-correlation 
between eccentricity and climate in the Plio–Pleistocene 
(Lisiecki 2010).

The presence of two interglacials separated by only 
one obliquity cycle (41 kyr) at times of very high eccen-
tricity (Fig. 2.6) suggests the existence of a repeating pat-
tern following the 405-kyr eccentricity cycle where the 
length of a unit is given by the distance between MIS 15a 
and MIS 7c–a, 365,000 years, or nine obliquity cycles, 

during which five interglacials take place, four of them 
separated by 82 kyr and one by 41 kyr. The average spac-
ing of interglacials would then be 73 kyr, very close to the 
average value of 72.7 kyr for the entire series. Interglacials 
would take place every 1.8 obliquity cycles. However, the 
cycle is irregular, as the existence of short and long inter-
glacials and the past glacial period lasting three obliquity 
cycles shows.

2.5 Evidence that obliquity, and not 
precession, sets the pacing of 
interglacials
The evidence that obliquity sets the pace of interglacials is 
so abundant and clear that it is surprising that the prevail-
ing consensus view opposes it.  In the early 1980s it was 
proposed that the pace of interglacials was set by changes 
in peak insolation forcing caused mainly by precessional 
variations. Since then, the belief in the climatic effect of 
summer insolation variations at 65°N has been deeply in-
grained. But it is the evidence, that endures, and not the 
consensus of opinion, that changes over time,  what deter-
mines the correctness of a hypothesis. Let's review the 
evidence in favor of obliquity:

2.5.1 Obliquity controlled glaciations before the 
Mid-Pleistocene Transition
Glacial cycles were indeed governed by the 41-kyr obliq-
uity cycle for most of the Quaternary Ice Age prior to the 
MPT (Figs. 2.2 & 2.7),  and the 23-kyr and 100-kyr cycles 
were nowhere to be seen in that period. The simplest “Oc-
cam's razor” explanation is that obliquity still does the job.

2.5.2 Interstadials are still under obliquity control
Throughout the Plio–Pleistocene, the Earth has been cool-
ing progressively (Fig. 2.2). The cooling of the planet 
reached a point at around 1.5 Ma when some interglacials 
started to be affected and did not reach what we consider 
interglacial temperatures, so we do not consider them to be 
interglacials and do not assign them numbers in the MIS 
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Interglacial Start date kyr from previous

MIS 19c –787,000 77
MIS 17 –707,000 80
MIS 15c –624,400 82.6
MIS 15a –579,600 44.8
MIS 13a –499,000 80.6
MIS 11c –424,800 74.2
MIS 9e –335,500 89.3
MIS 7e –243,800 91.7

MIS 7c–a –214,700 29.1
MIS 5e –131,400 83.3
MIS 1 –11,700 119.7

Table 2.1 Interglacials of the past 800,000 years
Interglacial start date was determined directly from EPICA Dome 
C temperature data from !Deuterium isotopic changes (Jouzel et 
al. 2007). Temporal distance between interglacials was calculated 
between start times. Average distance is 72.7 kyr, while most 
frequent distance is c. 82 kyr.

Fig. 2.6 The 100-kyr Myth
Plot of Interglacial start date versus dis-
tance to the previous interglacial start 
date, after Mearns & Milne (2016). The 
spacing of interglacials shows a strong 
tendency to fall into multiples of the 
obliquity frequency (horizontal bands). 
The anomalous interglacials MIS 11c 
(white star) and MIS 7e (black star) 
abnormal length can be partly explained 
as being due to an early and late start 
respectively. If their length transgres-
sions were accounted for and corrected 
in the graph, that would make the next 
interglacials (white and black circles) 
adjust themselves to multiples of the 
obliquity frequency (arrows), and every 
dot would be near the bands. Dotted 
curve, eccentricity. Note how high ec-
centricity coincides with a shorter spac-
ing of interglacials, and in MIS 1 case, 
low eccentricity coincides with a longer 
spacing.



sequence (Fig.  2.7, asterisks). We call them interstadials 
and are nothing but cool interglacials between cold stadi-
als. The MPT  did not involve any change in insolation,  or 
orbital cycles, so proponents of the 100 kyr-Insolation 
Milankovitch hypothesis are at odds to explain how an 
obliquity cycle turned into an eccentricity cycle.

The most interesting question is not why some obliq-
uity induced periods of warming fail to reach what we 
consider interglacial temperatures, but why some still 
manage to reach them given the cooling of the planet.

2.5.3 Temperature shows a clear response to 
obliquity-linked changes in 70–90° insolation
Although precessional changes greatly affect the amount 
of insolation during a three-month period, that change is 
quickly averaged over the following nine months, leaving 
total annual insolation unchanged. By contrast obliquity 

changes add a significant amount of warming at high lati-
tudes (70–90°) year after year over a period of thousands 
of years and can have an enormous cumulative effect (Fig. 
2.8). The temperature proxy record clearly shows tempera-
ture decreasing during periods of obliquity-linked polar 
insolation deficit (dashed blue lines in Fig. 2.8), and in-
creasing during periods of obliquity-linked polar insola-
tion surplus (dashed red lines in Fig. 2.8).

2.5.4 Temperature responds poorly to precession-
linked changes in insolation
Peak summer insolation is dominated by the 23-kyr pre-
cession cycle.  When a frequency analysis is performed on 
insolation astronomical data and temperature proxy data, 
only a very small temperature response to the precession 
bands is detected (Fig. 2.4c right panel). The only consis-
tent response between astronomical insolation and tem-
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Fig. 2.7 Pleistocene temperature proxy record
!18O isotopic record from LR04 stack of 53 benthic cores from all over the world (after Lisiecky & Raymo 2005) shows that from about 
1.5 million years ago some interglacials continued reaching the previous interglacial average temperature (solid horizontal line), while 
others showed a decreasing trend in interglacial average temperature (dashed line), and are not considered interglacials. Periods of higher 
temperature more recent than MIS 23 that did not reach interglacial levels are usually not assigned an MIS number (asterisks). For the 
past 600 kyr the world has stopped or very much reduced its previous cooling rate.

Fig. 2.8 Annual insolation changes at high latitudes and the symmetry problem
Changes in annual insolation by latitude and age are shown in a colored scale. They are essentially due to changes in obliquity, since 
changes in insolation by precession are averaged between seasons within the same year. The high latitude persistent changes in insolation 
last for thousands of years and correspond quite well to temperature changes in Antarctica, shown as a black line overlay (no scale). Gla-
cial–interglacial cycles show symmetric temperature responses in both hemispheres. The obliquity cycle is schematically shown, shifted 
90° (10.25 kyr) so ascending red dashed lines correspond to periods with polar insolation surplus, and descending blue dashed lines corre-
spond to periods with polar insolation deficit. Antarctic temperature responds mainly to obliquity changes, not to high-latitude south 
summer insolation changes (not shown). The effect helps keep interhemispheric synchronicity during the glacial cycle.
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Fig. 2.9 Interglacial alignment with obliquity
Interglacials MIS 1, 5e, 7c–a, 9e, 15a, 15c, and 19c were aligned by temperature at their start. Their obliquities then display a significant 
degree of synchronization. Obliquity bottoms 20 to 15,000 years before the start of the interglacial. The warming in Antarctica starts 
about 10,000 years later, and proceeds so fast that interglacial average temperatures are reached by the time obliquity peaks about 19,000 
years after it started rising. The interglacial comes to an end with a delay of about 5,000 years over the falling obliquity. EPICA Dome C 
data after Jouzel, et al. (2007). Astronomical data after Laskar et al. (2004). Some interglacials were not considered for their abnormal 
duration (MIS 11c, MIS 7e), or abnormal temperature profile (MIS 13a, MIS 17).

Fig. 2.10 Interglacial alignment with 65°N summer insolation
Same as Fig. 2.9 for 65° northern June 21st insolation. Although insolation also has a tendency to align indicating that interglacials cannot 
take place if insolation is working in the opposite direction, the spread is clearly higher in this case. Insolation for MIS 7c–a came too 
early and for MIS 15c and MIS 5 too late to be held responsible for driving interglacial warming. Black circles indicate 500 W/m2 at 
65°N on June 21st for these three interglacials. EPICA Dome C data after Jouzel, et al. (2007). Astronomical data after Laskar et al. 
(2004).



perature data is given by obliquity. Not only is there no 
significant signal for a 23-kyr cycle in the data, but if 
65°N summer insolation is so important it becomes diffi-
cult to explain why it sometimes has a huge effect on tem-
peratures and at other times it has almost no effect.

2.5.5 Temperature shows better phase agreement 
with obliquity
When seven interglacials of the past 800 kyr are aligned 
by temperature, their obliquity curves also align (Fig 2.9). 
Maximum obliquity takes place within only 4,000 years of 
the interglacial start, despite being a 41-kyr cycle.  Such 
tight phase coherence between obliquity and temperature 
indicates that temperature is under obliquity control. 
Obliquity and temperature phases are shifted by 28.5° (c. 
6,500 yr delay) indicating a lag in the climatic response to 
orbital forcing. A similar phenomenon is observed in pre-
sent regional temperatures that show a delay of c. 1 month 
to insolation changes (warmest days are about one month 
after summer solstice). Milankovitch forcing is much 
smaller and requires a much longer time to effect much 
bigger changes. 

The same temperature alignment including 65°N 21st 
June insolation curves (Fig. 2.10) shows much more vari-
ability (compare to Fig. 2.9). This variability underscores 
that for MIS 7c–a, MIS 5e, and MIS 15c insolation could 
not have driven glacial termination. In the first,  interglacial 
insolation increase took place too early and in the last two 
it took place too late (Fig.  2.10, circles; see Sect. 2.3.3). 
This problem has been widely discussed for MIS 5e, know 
as the causality problem, as there is an abundance of data 
that shows Glacial Termination II taking place before inso-
lation was sufficiently high to drive it (Fig. 2.5). MIS 7c–a 
and MIS 15c support that it is not an exception.

2.5.6 Temperature changes almost perfectly match 
obliquity changes
Allowing for the lag in the temperature response to the 
obliquity forcing, both show an almost perfect match in 
their temporal variability. As shown in Fig. 2.11, tempera-
ture rarely gets out of the obliquity envelope, although 
often is unable to show a strong response to obliquity in-
creases. The match is so good that it leaves very little 
room for precession and eccentricity in determining tem-
perature temporal variability, indicating they can only af-

fect the amplitude of temperature response to obliquity 
changes and therefore they must be a second order factor.

2.5.7 Interglacials show a duration consistent with  
obliquity cycles
Average duration of MIS 5e, 7c–a, 9e, 15a, 15c, and 19c 
interglacials, measured at the –3 °C anomaly in the EPICA 
data is c. 18,000 years. Average duration of the up swing 
of the obliquity cycle at 23.5° is c. 18,000 years. Average 
duration of the northern summer insolation cycle at 
500 W/m2 is c. 11,000 years. Interglacials tend to last the 
same as the obliquity cycle but shifted c. 6,500 years due 
to Earth's thermal inertia and lagged response to orbital 
forcing.

2.5.8 Obliquity-paced interglacials solve all 
Milankovitch Theory problems
Evidence from interglacial pacing, temperature response to 
obliquity, temperature-obliquity alignment, and intergla-
cial average duration clearly indicates that, in general,  
interglacials respond primarily to the obliquity cycle as 
they have always done and still do. Despite a general con-
sensus ignoring what the data clearly indicates, some 
authors have realized this fact and are proposing hypothe-
ses where changes in insolation driven by obliquity are the 
main forcing responsible for the glacial cycle (Huybers & 
Wunch 2005; Huybers 2006; Liu et al. 2008; Tzedakis et 
al. 2017).

The hypothesis that obliquity drives the glacial cycle 
solves most of Milankovitch Theory problems. The 100-
kyr problem is solved because there is no 100-kyr cycle, 
just a 41-kyr cycle that skips one or two beats. And it 
solves the 41-kyr problem for similar reasons. It solves the 
causality problem because now glacial terminations usu-
ally start at the bottom of the obliquity cycle and therefore 
MIS 5e termination is well underway at 135 ka when 65°N 
summer insolation is still too low. It also solves the lack of 
asymmetry in the polar response, as the obliquity cycle is 
symmetrical in both poles.

 
2.6 The 100-kyr ice cycle
Having showed that interglacials are paced by obliquity 
and not by eccentricity, and that they do not follow a 100-
kyr cycle, it is time to revisit the actual 100-kyr cycle. The 
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Fig. 2.11 Temperature 
changes due to axial 
tilt changes
Black curve, tempera-
ture anomaly at EPICA 
Dome C ice core for 
the past 800,000 years, 
lagged 6,500 years. 
Red curve, changes in 
obliquity of the plane-
tary axis in degrees. 
The fall in obliquity 
always terminates 
interglacials. EPICA 
Dome C data after 
Jouzel et al. (2007). 
Astronomical data 
after Laskar et al. 
(2004).



evidence for the existence of a 100-kyr cycle in Pleisto-
cene climate is overwhelming, starting with Hays et al. 
(1976) frequency analysis that provoked the reinstatement 
of Milankovitch theory. Since that data was measuring 
changes in 18O isotope,  it is clear that the nature of the 
100-kyr cycle corresponds to an ice cycle. Extensive con-
tinental ice sheets expand and wane simultaneously at both 
hemispheres according to a 100-kyr periodicity. This pe-
riodicity obviously results from eccentricity, as it shows 
phase coherence with it.  It can be concluded from the evi-
dence that the 100-kyr cycle determines global ice build-
up, while the 41-kyr cycle determines interglacials. They 
are two related but independently paced cycles and this is 
the source of most confusion in the field. In brief, low 
eccentricity promotes global ice build up, while high ec-
centricity promotes global ice melting, and obliquity is 
responsible for opening up windows during which an in-
terglacial is possible, and closing them making an inter-
glacial impossible. The decision whether there is an inter-
glacial or not when obliquity opens the window of oppor-
tunity is taken by a combination of insolation forcing and 
the status of the 100-kyr ice cycle at the time (see next 
section). Figure 2.12 shows how the two cycles interplay 
constituting two sides of the same coin. The top side de-
termines the frequency of interglacials (focus on Fig. 
2.12a, that depends on obliquity), while the bottom side 
reflects the 100-kyr cycle determined by the ice proxy 
(focus on Fig. 2.12b, that depends on eccentricity). Fre-
quency analysis does not differentiate between both halves 
of the data, producing the 100-kyr, 80-kyr and 41-kyr 
bands observed in Fig. 2.4c, right panel, without informing 
us that the bands come from different values in the data, 
the obliquity band from the low !18O values, and the 100-
kyr band from the high !18O values.

With this information the 100-kyr periodicity stops 
being a mystery. It is linked to eccentricity but in the op-
posite way most authors consider. Eccentricity-derived 
precession-linked insolation forcing does its main role 
fighting the intrinsic accumulation of ice during glacial 
periods and has only a supporting role at terminations. At 
the MPT the world became so cold and the intrinsic ice 
build-up so extensive that the change in insolation caused 
by the increase in obliquity was insufficient to melt all the 
ice that accumulated during the previous low obliquity 
period.  Some interglacials became colder, with more ice at 
high latitudes. When eccentricity is low, 23-kyr precession 
cycles produce low summer insolation at high latitudes, 
resulting in cool summers, with the ice growing through 
the precession cycle. Low eccentricity thus leads to ice 
accumulation due to low summer energy precession cy-
cles,  while high eccentricity leads to ice melting through 
high summer energy precession cycles. When an obliquity 
increase coincides with high eccentricity and high insola-
tion from precession at the right time, it produces an inter-
glacial,  melting all the extrapolar ice and resetting the ice 
clock. Then, as eccentricity and obliquity decline, ice ac-
cumulates.  41-kyr after the interglacial, eccentricity has 
become low, and precession cycles have low insolation 
during the summer. Under those conditions high obliquity 
is unable to produce an interglacial on its own. Therefore 
more ice accumulates. By the time conditions are right 
again, and eccentricity is sufficiently high, four to five 
precession cycles had taken place (90–115 kyr) until inso-
lation is again high enough to melt the ice and contribute 
to an obliquity paced interglacial. The larger the ice-
volume accumulated over the 100-kyr period the more 
unstable the ice sheets and the stronger the feedbacks to 
drive fast melting dynamics (albedo, rising sea levels, 
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Fig. 2.12 Cycles of ice – cycles of warmth
LR04 temperature and ice proxy (black line) shows two different periodicities during periods of high and low global ice-volume. a) Peri-
ods of low ice-volume follow the obliquity cycle (orange curve). Time between interglacials (upper numbers) fits multiples of 41 kyr. 
Obliquity oscillations that do not produce an interglacial often coincide with periods of warming (arrowheads). Obliquity curve has been 
shifted to the right by 6,500 years to account for the lag in the response. Data from Lisiecky & Raymo 2005. b) Periods of high ice-
volume follow the eccentricity cycle (blue curve). The amount of ice extends as an inverse of the eccentricity, and in the graph tends to 
reach the eccentricity curve as drawn. The average of the periods between ice maxima is close to 95 kyr (bottom numbers), with the latest 
6 periods averaging 102 kyr. The 405-kyr cycle modulation is clearly observable in the last four periods (dotted line).



dust, CO2, volcanic activity).  The large ice-sheet instabil-
ity hypothesis introduced by Paillard (1998) has received 
support from studies that show it could be mediated at 
least in part by the delayed effect of slow glacial isostasis 
adjustment maintaining ice-sheets at low altitude through 
the rapid melting process (Abe–Ouchi et al.  2013). Once 
the ice is melted in a new interglacial, the ice clock is re-
set. This explains why the 405-kyr periodicity is absent, as 
the ice cycle is re-initialized after every successful inter-
glacial.  However, the amplitude modulation by the 405-
kyr eccentricity cycle is clearly visible in the high ice-
volume during the Last Glacial Maximum (LGM), and the 
glacial maximum 415 kyr earlier, compared to the low ice-
volume during the glacial maxima c. 200 ka ago (Fig. 
2.12b,  dotted line).  It follows that since we are in a very 
low eccentricity situation and moving towards even lower, 
almost zero eccentricity, there will be considerable ice 
build up over the next three precession oscillations, pre-
venting a new interglacial in the next obliquity cycle, and 
leading to high volume of continental ice (though not as 
high as at the LGM) in 70 kyr (see Chap. 14). So low ec-
centricity does not promote long interglacials. It does ex-
actly the opposite. It promotes long harsh glacial periods.

2.7 Interglacial determination for the 
past million years
Obliquity determines when an interglacial might take 
place but, for the past million years, if the interglacial fi-
nally takes place or not does not depend on obliquity.  If it 
did there would be an interglacial in every obliquity oscil-
lation, as it happened in the Pliocene–Early Pleistocene. 
The 100-kyr ice cycle appears at the MPT, when the cool-
ing of the planet stimulates ice growth and allows the sur-
vival of large continental ice sheets outside Greenland and 
Antarctica during certain obliquity oscillations. These ice 
sheets can grow for two or even three periods of low 
obliquity reaching sizes not seen in the planet for the last 
250 million years.

The growth of these extrapolar ice sheets has two op-
posing effects. On one side they make the planet colder, 
making it more difficult to warm and leading to a decrease 
in the frequency of interglacials. On the other side when 
they become very large they reach lower latitudes and ex-
tend on continental platforms freed by lowering sea levels, 
and become increasingly unstable, prone to catastrophic 
break ups, releasing iceberg armadas, as during Heinrich 
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Fig. 2.13 Elements participating in interglacial determination
a) Interglacials are allowed when obliquity (black curve) is above 23° (black horizontal line), defining windows of opportunity marked 
with a colored bar, orange for interglacial positive and light blue for interglacial negative, and numbered on top from O–1 to O–24. b) 
65°N summer insolation (black curve) favors interglacials when above 521 W/m2 (orange horizontal line and circles) and hinders them 
when below that value. Insolation values above 549 W/m2 (dark red horizontal line and circles) directly produce an interglacial. Astro-
nomical data after Laskar et al. (2004). c) Global ice-volume (LR04 proxy, black curve; after Lisiecki & Raymo 2005) promotes intergla-
cials when above (lower in the graph) a threshold value (4.56‰ !18O dark blue horizontal line and circles) and hinders them when below 
that level (light blue circles). The graph reveals that after obliquity, global ice-volume is the most important determinant for interglacials 
(see O–11, for example), and most high obliquity periods without an interglacial are due to insufficient ice (small number 1 at bottom), 
while some are due to insufficient insolation (small number 2 at bottom). The odd MIS 13a interglacial (question mark), cannot be ex-
plained in these terms, but it is quite similar except for a temperature spike to MIS5c (O–3) that is not considered an interglacial. Observe 
that the numbering of obliquity cycles almost exactly coincides with Marine Isotope Stages numbering derived from data. It is another 
indication of the great importance of obliquity changes for climate.



events.  They also result more susceptible to positive melt-
ing feedbacks that increase in strength proportionally to 
the previous growth of the ice sheets.  The feedbacks in-
clude rising sea levels, decreasing albedo,  warming, dust 
accumulation, and increased volcanic activity due to ice 
unloading, leading to increasing CO2 levels. As a result 
both the chances of deglaciation and the speed of deglacia-
tion when it finally takes place grow with the increase in 
global ice. The effect on interglacials is double. They 
changed their shape after the MPT with deglaciations be-
coming faster than glaciations, acquiring a sawtooth as-
pect.  And their temperature amplitude increased. Some of 
the latest interglacials are the warmest in over 2 million 
years, while glacial maxima for the past 650 kyr are the 
coldest periods probably in 250 million years (Fig.  2.7). It 
is possible that the increase in amplitude of temperature 
oscillations since the MPT has contributed to stabilize the 
long-term average temperature of the planet, that showed a 
worrisome steep decreasing trend prior to the MPT (Fig. 
2.2).

Obliquity opens windows of interglacial opportunity 
when it is above 23°,  and there have been 24 such win-
dows in the past million years (Fig. 2.13a, numbered col-
ored bars). 13 of them produced what we consider an in-
terglacial (!18O values of < 3.7‰; Fig. 2.13c, orange bars), 
while 11 of them did not (Fig.  2.13 blue bars). The average 
interglacial frequency is therefore one every 77 kyr.  Inter-
glacials cannot exist outside these windows and die a 
rather quick death when obliquity decreases below 23° 
(Fig. 2.13a, horizontal line). This is a rule without excep-
tions. It doesn't matter if 65°N July insolation is high, as it 
happened between O–22 and 21,  or O–16 and 15, under-
scoring that precession-linked insolation is a secondary 
factor, as already established.

The second factor in importance is global ice-volume 
(Fig. 2.13c). It is found that global ice-volume strongly 
promotes interglacials at obliquity windows when benthic 

!18O is % 4.56‰ (LR04 stack; Fig. 2.13c, blue line and 
dark blue circles), but not when it is below that value (Fig. 
2.13c, light blue circles). We know global ice-volume is 
more important than precession-linked high latitude sum-
mer insolation because high insolation does not produce 
an interglacial at times when global ice-volume is low in 
O–17, O–8, O–5, and O–3, and because high global ice-
volume can produce an interglacial at times when summer 
insolation is not particularly high like in O–11. Reaching 
ice-volume values higher than 4.55‰ benthic !18O takes 
longer than one obliquity window except when eccentric-
ity is very low, and that is the main reason why obliquity 
oscillations fail to produce an interglacial. They lack suffi-
cient extrapolar ice to recruit strong melting feedbacks that 
allow the melting of so much ice in so little time.

The third factor in importance is the one currently 
believed to be the most important and incorporated as such 
into climatic models, 65°N summer insolation. It is found 
that there are two critical levels in precession-linked inso-
lation for interglacial determination. Values of 65°N July 
summer insolation above 549 W/m2 result in an intergla-
cial at the obliquity window regardless of global ice values 
(Fig. 2.13b, dark red line and circles).  But such values 
only happen every c. 400 kyr when eccentricity is at the 
highest values of the 405-kyr cycle. Values above 521 W/
m2 (Fig. 2.13b, orange line and circles) promote intergla-
cials, while values below that hinder them, as in O–23, O–
12, and O–2, when an interglacial would have been very 
useful to Neanderthals, that were crippled by the increas-
ingly harsher glaciation.

The most effective time for a maximum effect from 
global ice-volume and high-latitude summer insolation 
differs. Global ice-volume has a maximum effect when it 
is high at the start of the obliquity window. If it is insuffi-
cient to trigger a termination then, it will continue grow-
ing, and ice growth within the obliquity window reduces 
the chance of an interglacial by reducing the time to pro-
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Fig. 2.14 Interglacial flow chart
A simple flow chart incorporates 
the criteria deduced from the past 1 
million years of glacial cycle. Inter-
glacials do not take place when 
obliquity is below 23°. If obliquity 
is above 23°, interglacials require 
an ice-volume higher than the 
equivalent to 4.55‰ benthic !18O 
or a very high 65°N July summer 
insolation, above 549 W/m2. If 
insolation is lower, interglacials 
require an insolation above 521 W/
m2, or very high ice-volume, 
around 4.90‰ !18O. There are two 
scenarios when interglacials fail to 
take place. The most common is 
case 1, when ice-volume is not 
sufficiently high (8 cases). Case 2 is  
when there is sufficient ice but 
insolation is too low, associated to 
very low eccentricity (3 cases) .



duce a deglaciation before obliquity starts decreasing. In 
contrast,  peak high-latitude summer insolation has a big-
ger effect when it happens close to the obliquity maxi-
mum, as then both act together. When two peaks in high-
latitude summer insolation occur in the same obliquity 
window, as in O–18 and O–13, the obliquity peak coin-
cides with an insolation trough, resulting in a cooler,  oddly 
shaped, more symmetrical interglacial (MIS 17 and MIS 
13a), similar to interglacials before the MPT.

One result from this analysis is that future intergla-
cials should be predictable to a high degree (Fig. 2.14).  
Interglacials will skip one obliquity window to allow for 
sufficient ice build up, unless insolation is very high. The 
simple flow chart in Fig. 2.14 only fails to hindcast the 
highly unusual MIS 13a interglacial (that without its tem-
perature spike it might not be considered an interglacial), 
but correctly hindcasts the outcome of the other 23 cases, 
including the very infrequent occurrence of two consecu-
tive missing interglacials at O–2 (MIS 3). There was no 
interglacial at MIS 3 despite sufficient global ice-volume 
because high-latitude summer insolation was not high 
enough due to the low eccentricity at the time.

The global ice-volume requirement is surprising be-
cause global temperature correlates well with global ice-
volume, and therefore the planet is in a colder state when 
there is a very high ice-volume,  as it happened during the 
LGM. It is likely a proxy for strong feedback factors that 
operate more strongly when temperatures are very low and 
ice levels very high. Among the known factors are:

• Reduction of ice-albedo
• Increased melting of ice
• Rising sea levels
• Increase in dust
• Increased volcanism
• Increase in greenhouse gases

The effect of the temperature decrease during a glacial 
period prior to the next obliquity cycle has the effect of 
pulling a spring.  The stronger it is pulled, the stronger and 
faster it will go in the opposite direction when released. 
This spring acts as a negative feedback to further cooling, 
and its existence can be inferred from the narrow thermal 
regulation of the planet during at least the past 540 million 
years (see Sect. 9.3.2). It is what allows interglacials to 
take place during this very cold period of the planet, as 
otherwise for the last 1.5 million years the planet would 
have been locked in a permanent glacial period only inter-
rupted by interglacials every 400 kyr, at the peak of eccen-
tricity. It is possible that there wouldn't be humans if that 
had happened as conditions are already too close to CO2 
starvation for plants during glacial maxima. Only the arri-
val of the occasional interglacial prevents further cooling.

When obliquity starts rising during a glacial period it 
starts moving energy little by little from tropical to polar 
areas.  Its effect on the global average temperature is not 
noticeable for many thousands of years. If the planet is 
very cold, with a great portion of the water in huge ice 
sheets over continents and continental shelves then power-
ful feedbacks will start. Temperatures will rise after about 
ten thousand years of increasing energy transfer to higher 
latitudes and warming will accelerate. It is at about this 
time when rising precessional insolation during the sum-
mer in the Northern Hemisphere will start contributing to 

the undergoing melting of the northern ice sheets.  The 
contribution of feedback factors and northern summer 
insolation is what allows the Earth, every 1.8 obliquity 
cycles on average, to overcome the cold inertia of the 
planet. It is an additive process where obliquity sets the 
pace, and is helped by feedback factors and northern 
summer insolation. If one of these two is strong enough 
the other might be dispensed.  The result is that every in-
terglacial is different. It is the response to forces that as-
semble and come apart at different times and with differ-
ent intensities.

2.8 Summer energy as the relevant 
insolation forcing
Peter Huybers (2006) observed that the melting or grow-
ing of the ice-sheets must depend on the cumulative time 
spent at the ice-sheet border latitude above 0°C during a 
melting season. It is the same reasoning that led Milutin 
Milankovi# to propose his theory 86 years earlier, but in 
the meantime the time factor had been diluted in favor of 
the maximum intensity of the insolation responsible. Huy-
bers' observation led to the proposal of a Milankovitch 
parameter that is close to caloric summer but accounts 
better for the different duration of summers. He called it 
summer energy and is calculated by adding the day-time 
insolation energy (in GJ/m2) at 65°N for every day that 
was above a certain insolation threshold enough for ice-
melting,  that at 65°N was determined to be 275 W/m2 
(Huybers 2006).

Didier Paillard (1998) added the last piece of the puz-
zle when he proposed a simple model that reproduced the 
glacial cycle by introducing an ice-volume factor that was 
needed to transition from interglacial to mild-glacial state, 
and from mild-glacial to full-glacial state. The model for-
bids the reverse transitions.  In essence Paillard's model 
introduced the brilliant concept that ice build-up made the 
transitions unidirectional towards full-glacial, and when 
ice-volume was very high, ice-sheet instability caused a 
glacial termination when enough summer energy was 
available.

Figure 2.15 explains how the glacial cycle responds to 
summer energy changes (mainly due to obliquity), and to 
ice-volume changes, and how ice-volume responds to ec-
centricity. Figure 2.15a shows the ice-volume proxy 
(LR04 benthic !18O) for the past 340 kyr, overlain by the 
summer energy parameter that has been lagged by 6000 
years, to account for the observed delay of the effect to the 
forcing (Huybers 2009; Donders et al. 2018). By plotting 
ice-volume versus lagged summer energy (Fig. 2.15b), it is 
observed that during the 41-kyr oscillations in summer 
energy, ice-volume starts and ends at repeatable states de-
fined,  following Paillard (1998), as interglacial, mild-
glacial, full-glacial, and deep-glacial.

A simple excitation/relaxation model (Fig. 2.15c) ex-
plains the timing of glaciations.  During the Early Pleisto-
cene the situation can be described by a reversible oscilla-
tion both in summer energy and ice-volume (dashed bi-
directional orange arrow) between mild glacial (D) and 
cool interglacial (D') at a 41-kyr frequency. At the MPT 
the cooling of the world caused the beginning of the build-
up of extensive continental ice-sheets outside the polar 
regions during glaciations. Now glacial periods would 
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transition towards more extreme conditions until ice-
volume would be so high as to cause high ice-sheet insta-
bility (A). This ice-sheet instability is reflected in massive 
iceberg discharge when perturbed, resulting in Heinrich 
events.  Also, the rebound effect from ice-sheet instability 
causes warmer interglacials (A'). Mid and Late Pleistocene 
are characterized by bigger temperature swings between 
deep glacial and warm interglacial.

When the interglacial ends, the system must relax 
back to the initial (A) state, but the ice-volume required is 
so high that it must transition through one or two oscilla-
tions (two shown in Fig.  2.15c) during which little ice is 
melted during the summer energy increase (B & B', C & 
C'), but considerable ice-sheet growth takes place during 
the summer energy decrease (B' & C, C' & A). This 
causes some glacial periods to last one or exceptionally 
two complete obliquity oscillations.
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Fig. 2.15 The timing of Pleistocene glaciations as a function of summer energy, ice-volume and eccentricity
a) LR04 benthic stack as an ice proxy (multi-colored line; after Lisiecki & Raymo 2005) for the past 341 kyr. The line was colored in 40–
41 Kyr segments with orange-red tones for low ice segments, green tones for intermediate ice segments and blue tones for high ice seg-
ments. Dots of the same color mark the start of each segment. Background color defines four different states, light orange for interglacial, 
light green for mild-glacial, light blue for full-glacial, and cyan for deep-glacial. Black curve is summer energy at 65°N with a 275 W/m2 
threshold (Huybers 2006), lagged by 6000 years to compensate the delay between forcing and effect. Thick grey curve is eccentricity 
(without scale; after Laskar et al. 2004). b) Plot of the multi-colored ice proxy curve versus summer energy. It is evident that the ice-
volume at the start of the orbital 41-kyr oscillation in summer energy determines the subsequent ice-volume evolution during the oscilla-
tion and the possibility of an interglacial taking place in that oscillation. c) Simple excitation/relaxation multi-state model explains the 
timing of Pleistocene glaciations. Under Early Pleistocene or high eccentricity conditions climate operates as a simple oscillatory system 
represented by dashed lines, reversibly transitioning at 41-kyr frequency between mild-glacial (D) and cool interglacial (D'). The MPT 
when eccentricity is not high introduced an ice-volume requirement for excitation out of glacial conditions, represented by the downward 
arrow (A), and at the same time resulted in warmer interglacials (A'), as the upward arrow indicates. Depending on the speed of ice-
volume accumulation, that is inversely correlated to eccentricity, the system must transition through usually one or exceptionally two 
oscillations (two represented, B' & C') in the relaxation process to reach the excitable state (A). Low eccentricity favors high ice accumu-
lation accelerating the relaxation (only one oscillation required). Medium eccentricity delays the relaxation as ice accumulates more 
slowly (two oscillations required). High eccentricity bypasses the ice requirement, returning the system to Early Pleistocene conditions as 
it happened in the C & D transition 245 kyr BP when due to high eccentricity MIS 7e was produced despite low ice-volume and being 
very late in the summer energy oscillation. The system transitioned back to Mid-Pleistocene conditions after MIS 7a–c (D & C). The 
double dependency on ice-volume and insolation to produce interglacials at obliquity maxima (Fig. 2.14), results in the absence of a regu-
lar pattern. Interglacials are produced at 41, 82, or 123-kyr intervals. However, the ice-volume dependency on eccentricity results in a 
100-kyr cycle on ice accumulation that is clearly appreciable in ice proxies.



Global ice-volume is under control of eccentricity,  
because high eccentricity enhances the effect of precession 
and low eccentricity damps it. When eccentricity is very 
high its effect is like returning to the Early Pleistocene, 
facilitating an interglacial at every summer energy oscilla-
tion.  Under very high eccentricity intermediate ice-volume 
glacials (B, C) behave as Early Pleistocene glacials (D). 
This can be seen very clearly at the MIS 7e interglacial 
245 kyr ago (Fig. 2.15a). As the model indicates,  the gla-
cial state prior to MIS 7e was of full-glacial, with an ice-
volume insufficient to produce an interglacial,  thus little 
ice was melting despite high summer energy.  However, 
when eccentricity became very high (Fig. 2.15a, grey 
curve),  a late interglacial suddenly took place (C & D 
transition) with very little time left before low obliquity 
put an end to it.  Then, as eccentricity continued being very 
high, a new interglacial was produced (MIS 7c–a). Both 
MIS 7 interglacials happened due to high eccentricity,  and 
they were cool interglacials of the Early Pleistocene type. 
The effect that high eccentricity has in promoting intergla-
cials and low eccentricity in inhibiting them results in 
more ice-volume accumulating at times of lower eccentric-
ity. The consequence is that although interglacials do not 
follow a 100-kyr eccentricity cycle, ice-volume does pre-
sent a 100-kyr cycle (Fig. 2.15a).

2.9 Interglacials of atypical duration
Six interglacials out of the past ten during the last 800 kyr 
(MIS 13a not considered for the reasons stated in Sect. 
2.7), display a very similar temperature profile in EPICA 
Antarctic records (MIS 5e, 7c–a, 9e,  15a, 15c, 19c). They 
show a fast increase in temperatures for 5–7,000 years, 
followed by a temperature stabilization for about 5,000 
more years, and then a slow temperature decline that ac-
celerates over time for the next 10–12,000 years during 
which they lose two thirds or more of the temperature 
gained from the glacial maximum before the interglacial 
start. During the period of high temperature (above –2 °C 
anomaly), that lasts about 15,000 years, each interglacial 
presents a different temperature profile,  highlighting inter-
glacial uniqueness.

An average interglacial was constructed from those 
six interglacials by aligning them and obtaining their aver-
age and standard deviation temperature, average obliquity 
profile,  and the average 65°N summer insolation profile 
for five of them. MIS 7c presents a very deviant insolation 
profile that would significantly alter the average of the 
rest, so its insolation was not included. We can compare 
this average interglacial to the two interglacials that dis-
play a very different duration, the short interglacial MIS 7e 
at 244 ka, and the long interglacial MIS 11c at 425 ka (Fig. 
2.16).

MIS 7e started very late in the obliquity cycle because 
when obliquity increased above 23°, northern summer 
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Fig. 2.16 Comparison of atypical interglacials to the average interglacial
An average interglacial (black curve and 1' grey bands) was constructed from interglacials MIS 5e, 7c–a, 9e, 15a, 15c and 19c, after 
aligning them at the date specified in table 2.1. The obliquity for all of them (black sinusoid continuous line) and the insolation curves at 
65°N 21st June for all but MIS 7c–a (black dotted line) were also averaged. MIS 7e temperature, obliquity and insolation data are simi-
larly plotted in blue, and MIS 11 in dark red. Temperature data from EPICA Dome C, after Jouzel et al. (2007). Astronomical data after 
Laskar et al. (2004).



insolation was decreasing (Fig.  2.16), and ice-volume was 
below the threshold (Fig. 2.13). Under normal circum-
stances MIS 7e would have been a cycle without intergla-
cial, however at 250 ka eccentricity was very high and 
rising quickly (Fig. 2.15), and ice-volume surpassed the 
threshold. At 248 ka, with obliquity still above 24°, and 
insolation at 515 W/m2 and increasing rapidly, a delayed 
interglacial was triggered. But as soon as insolation 
peaked at 242 ka, the simultaneous falling of obliquity and 
insolation could not sustain the interglacial. MIS 7e started 
late because it was triggered by precessional-linked insola-
tion due to high eccentricity, but ended on schedule for the 
obliquity cycle becoming a short interglacial.

MIS 11c is a very exceptional interglacial. As figure 
2.13 shows it was triggered by its extraordinary ice-
volume values under very modest insolation as soon as 
increasing obliquity and increasing insolation indicated the 
feedbacks the right direction.  Ice-volume at 433 ka was 
the highest for the past 5.3 Myr (tied with 630 ka; Lisiecki 
& Raymo 2005). MIS 11c jumped the gun and obviated 
the c. 6 kyr delay between forcing and effect. It is un-
known how it did it,  but it got a 6 kyr lead over the rest of 
the interglacials.  Then MIS 11c proceeded to increase its 
temperature in three steps. The first step, triggered by ris-
ing insolation and a strong feedback response, ended early 
when insolation peaked at 424 ka. But then rising obliq-
uity provided the impetus for a second warming period (as 
insolation did not decrease much) that ended at 235 ka 
when obliquity peaked. Then a third warming step took 
place caused by a second insolation peak at 226 ka. The 
three warming steps responsible for the extraordinary du-
ration of MIS 11c are clearly detected in the temperature 
record (see Figs. 2.11 and 2.16) and give MIS 11c the op-
posite temperature profile to most interglacials since it 
evolves from lower to higher temperature. It is the inter-
glacial with highest temperature for the longest time de-
spite occurring at a time of low eccentricity. Given the 
high increase in energy and the normal thermal inertia of 

the planet,  its decline was also a very long one, despite 
being more pronounced than the average decline (Fig. 
2.16). Due to the confluence of all these unlikely circum-
stances, MIS 11c is simply unrepeatable. The Holocene 
has absolutely nothing in common with MIS 11c except 
taking place at a time of low eccentricity.

2.10 Role of obliquity in the glacial 
cycle
Most scholars publishing on the glacial cycle have focused 
on local conditions to try to explain terminations.  Insola-
tion,  changes in albedo, and dust deposition are supposed 
to act maximally at a certain latitude at the edge of the ice 
sheet to melt it.  However, the evidence that obliquity plays 
an important role poses a significant problem, as obliq-
uity's effect on insolation decreases very fast as the dis-
tance from the pole increases (Fig. 2.8). Solving the gla-
cial cycle, therefore, may require out of the box thinking. 
Such thinking has been provided by researchers focusing 
on a very little studied property of solar insolation, the 
latitudinal insolation gradient (LIG). Moisture delivery to 
Antarctica (Vimeux et al. 1999) and Greenland (Mas-
son–Delmotte et al. 2005) has been shown to strongly cor-
relate with obliquity and interpreted as resulting from 
changes in LIG affecting the hydrological cycle. LIG dif-
ferences arise from differences in the angle of incidence of 
solar rays resulting from seasonal changes in the orienta-
tion of the Earth. At any time the amount of insolation at a 
certain latitude depends mainly on precession, but the 
summer pole points towards the Sun, and on summers the 
amount of insolation at high latitudes changes significantly 
with obliquity. When obliquity is high the summer LIG 
flattens and when it is low the summer LIG steepens. 
Changes in summer LIG follow almost exactly changes in 
obliquity at both hemispheres (Fig. 2.17). By contrast 
winter LIG changes do not depend on obliquity, as the 
winter pole is in the dark, and depends almost exclusively 
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Fig. 2.17 Changes in the summer latitudinal 
insolation gradient depend on obliquity
a) Mean summer insolation depends mainly on 
precession. Northern Hemisphere in dark red. 
60°N (solid curve) and 30°N (dotted curve) are 
for the month of July (21st June–21st July). 
Southern Hemisphere in light blue 60°S (solid 
curve) and 30°S (dotted curve) are for the 
month of January (21st December–21st Janu-
ary). Observe how insolation in both hemi-
spheres is in anti-phase, largely cancelling its 
net effect. b) The summer latitudinal insolation 
gradient is similar and in phase in both hemi-
spheres, and depends mainly on the obliquity 
cycle. Dark red solid curve is the result of sub-
tracting the 60°N minus the 30°N mean insola-
tion. When obliquity is high both are similar 
and the gradient is flatter. When obliquity is 
low the gradient becomes steeper (more nega-
tive value). A steeper gradient drives more 
energy and moisture towards the poles, favor-
ing planetary cooling and ice growth, leading 
to glacial inception. Light blue solid curve is 
the same for the Southern Hemisphere. Black 
dotted curve corresponds to obliquity. Data 
from Laskar et al. (2004) analyzed with Ana-
lySeries (Paillard et al. 1996).



on precession. On summers polar energy budget depends 
mostly on insolation and is very much affected by obliq-
uity, while on winters poles get most of their energy from 
winter energy transport from lower latitudes. But as we 
have seen it is the summer conditions that are critical for 
terminations and glacial inceptions.

The role of moisture transport in glaciations is rarely 
considered. In 1872 John Tyndall argued: “So natural was 
the association of ice and cold that even celebrated men 
assumed that all that is needed to produce a great exten-
sion of our glaciers is a diminution of the sun’s tempera-
ture. Had they gone through the foregoing reflections and 
calculations, they would probably have demanded more 
heat instead of less for the production of a ‘glacial ep-
och’.” (cited by Kukla & Gavin 2004). Indeed such is the 
role of obliquity, which increases insolation in the tropics 
as it decreases it at the poles and at the same time steepens 
the LIG during the summers bringing the necessary mois-
ture that will remain locked there as ice until the process 
reverses (Kukla & Gavin 2004). And it is not only mois-
ture transport what depends on the LIG, the latitudinal 
temperature gradient (LTG) also depends on the LIG 
(Davis & Brewer 2009).

The LTG is a central property of Earth's climatic sys-
tem at all time scales. It drives the atmospheric-oceanic 
circulation and helps explain the propagation of orbital 
signatures through the climatic system, including the 
Monsoon, Arctic Oscillation, and ocean circulation (Davis 
& Brewer 2009). Scotese (2016) has shown that one of the 
main differences between a hothouse and an icehouse 
planet is in the LTG. The same applies to the difference 
between glacial and interglacial periods. 

Polar amplification of global average temperature 
changes is prominently displayed as one of the main fea-
tures of Modern Global Warming, yet polar amplification 
is the result of changes in the LTG. Climate models treat 
LTG as an emergent feature and underestimate its sensitiv-
ity to changes in LIG, probably overestimating the role of 
non-condensing greenhouse gases in driving polar ampli-
fication (Davis & Brewer 2009).

The interpretation of the glacial cycle in terms of LTG 
emphasizes summer enthalpy and moisture transport from 

the tropics to the poles as the decisive factor under obliq-
uity control. Within this hypothesis the tropics, with their 
huge thermal and moisture capacity,  become principal 
agents in the formation and waning of ice sheets, orches-
trated by obliquity changes,  while local factors like latitu-
dinal insolation, albedo, and dust are important secondary 
players that sometimes become decisive.

2.11 Role of CO2 in the glacial cycle
There is no doubt that CO2 is one of several feedbacks that 
must act on the glacial cycle, as CO2 levels increase with 
glacial terminations and decrease with the cooling of gla-
cial inceptions.  Its exact role remains controversial. About 
half of the CO2 increase at terminations comes from in-
creased volcanic activity, probably stimulated by load 
changes effected by ice sheet melting (Maclennan et al. 
2002; Huybers & Langmuir 2009), highlighting its feed-
back role. Being a positive feedback implies that the signal 
output is amplified, and it is generally accepted that the 
CO2 increase must contribute to the warming at glacial 
terminations. There is an objection to a more substantive 
role for CO2 on glacial terminations. We have reviewed in 
sections 2.7 to 2.9 (Figs. 2.12 to 2.15) the important role 
that global ice-volume plays in determining interglacial 
temperature. Interglacials preceded by very high global 
ice-volumes are warmer than interglacials preceded by 
lower global ice-volumes. It means that we can predict, to 
a certain point, how warm an interglacial is going to be 
from the amount of ice accumulated before it starts.  And 
therefore we can predict how much CO2 it is going to have 
(absent an anthropogenic contribution), given the clear 
correlation between CO2 and temperature. Factors that can 
be predicted from causative agents in highly variable phe-
nomena cannot be in control. The issue is even worse at 
glacial inceptions when the correlation between tempera-
ture and CO2 is lost, and temperature decrease leads by 
several millennia the CO2 decrease. At the end of MIS 5e 
temperature decreased by 4 °C in Antarctica in 8,000 
years, without any decrease in CO2 (Fig. 2.18). Further, 
the rate of temperature decrease between 120.5 and 111 ka 
was fairly uniform at the resolution of the EPICA Dome C 
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Fig. 2.18 No role for CO2 at 
glacial inceptions
EPICA Dome C deuterium 
proxy for Antarctic tempera-
ture (black curve) shows a 
cooling of 4 °C between 123.5 
and 115 ka (black arrow), 
when Antarctic CO2 levels (red 
curve) showed no change (red 
arrow). The rate of cooling 
between 120.5 and 111 ka 
(black dotted line) is nearly 
linear, with a trend of ap-
proximately –0.72 °C/kyr, that 
shows no response to the im-
portant differences in CO2 rate 
of change. Temperature data 
averaged with a 1,000-year 
running window. Epica Dome 
C temperature data after Jouzel 
et al. (2007); CO2 data after 
Bereiter et al. (2015).



ice core, unaffected by CO2 levels being constant until 
115 ka and then falling by one third of the glacial-
interglacial difference in the last 4 kyr (Fig. 2.18). It is 
hard to argue for an important role by CO2 on glacial ter-
minations without evidence, when it clearly doesn't have 
one at glacial inceptions.

We know from ice core measurements that glacial 
termination I (the closest to us, starting at 18 ka) involved 
a change in CO2 atmospheric concentrations from 190 to 
265 ppm, an increase of 75 ppm. Concurrently the tem-
perature increased globally by an estimated 4–6 °C 
(Schneider von Deimling et al. 2006; Annan & Hargreaves 
2013; Tierney et al. 2020).  CO2 role has been estimated at 
causing directly 30% of the warming, and indirectly 
through forcing interactions another 20% (Gregoire et al. 
2015), so between half and one third of the warming (or 
about 2–3 °C) is attributed to the CO2 increase.

A simple calculation tells us that the rise from 190 to 
265 ppm is 48% of a doubling. This is true because we are 
dealing with a logarithmic scale, (ln(265)–ln(190))/(ln
(190(2)–ln(190))=0.48. So 48% of a doubling is estimated 
to have produced c. 2–3 °C of warming between 18–10 ka. 
The rise from preindustrial to current levels of CO2 (280 to 
415 ppm, or 135 ppm) constitutes 57% of a doubling. That 
is (ln(415)–ln(280))/(ln(280(2)–ln(280))=0.57, so it 
should be similar in terms of warming effect. Yet, even if 
CO2 is responsible for 100% of modern warming, as the 
IPCC claims (see Chap. 9), why has it produced only 
about 0.8 °C increase (HadCRUT4 1850–2020)? Some-
thing is not right. If our knowledge of past CO2 levels is 
correct, and the hypothesis that CO2 was responsible for 
one third to half of the warming at glacial termination is 
correct, at 18 ka CO2 was two to three times more potent 
than now. If anthropogenic CO2 is not responsible for all 
the warming observed since 1850, as it appears probable, 
then the situation is much worse. There is no way to rec-
oncile the disparity that was already noticed by the late 
Marcel Leroux (2005). So we must accept,  based on cur-
rent data, that CO2 had a very minor role during the glacial 
cycle, responsible for, at most, one sixth of the warming at 
terminations, and therefore conclude that CO2 is not an 
important climate factor during the Plio–Pleistocene glaci-
al–interglacial transitions.

A more pessimistic view is to consider that the recent 
CO2 increase entails more than 1 °C of committed warm-
ing not yet manifested, implying an equilibrium climate 
sensitivity of 4 or more. There is no evidence to support 
this belief. In fact, there is ample evidence against it:

• The continued removal of anthropogenic CO2 via 
increasingly robust carbon sinks. The more we produce, 
the more is removed from the atmosphere. An increasing 
removal rate works against a hypothesized high warm-
ing commitment from current CO2 levels.

• The lack of evidence for a climate sensitivity of 4 or 
more.  Most experimentally deduced values for equilib-
rium climate sensitivity are between 1.5 and 2.5 (see 
Sect. 9.5), half of the rate required for the claimed role 
of CO2 in deglaciation.

• The lack of a significant increase in the rate of 
warming during the last century. If we had actually in-
creased the committed warming significantly, the rate of 
warming should have increased proportionally, but that 
is not what has been observed (see Sect. 12.7).

• A great amount of committed warming should make 
periods of decades with little or no warming increas-
ingly unlikely. Again this goes against observations.

The only reasonable way to reconcile the disparity in 
CO2 increases and temperature increases between glacial 
termination I and Modern Global Warming is to conclude 
that CO2 had a minor role in glacial termination. Further, it 
is reasonable to expect it will have a minor role in the next 
glacial inception.

2.12 Conclusions
2a. Obliquity is the main factor driving the glacial–inter-

glacial cycle. Precession, eccentricity and 65°N sum-
mer insolation play a secondary role. The glacial cycle 
is the result of the interplay between two cycles oper-
ating simultaneously, the 41-kyr obliquity cycle and 
the global ice-volume 100-kyr cycle related to eccen-
tricity.

2b.  The Mid-to-Late Pleistocene pacing of interglacial 
periods is the consequence of the Earth being in a very 
cold state that prevents almost half of obliquity oscil-
lations from successfully emerging from glacial condi-
tions. The rate for the past million years has been 72.7 
kyr/interglacial, or 1.8 obliquity oscillations between 
interglacials. This can be generally described as one 
interglacial every two obliquity oscillations except 
when close to the 405 kyr eccentricity peaks, when 
interglacials take place at every obliquity oscillation.

2c. Glacial terminations require, in addition to rising 
obliquity, the existence of very strong feedback factors 
recruited at very high global ice-volume levels. In-
creasing northern summer insolation once obliquity is 
rising is a positive factor, and if high enough during 
eccentricity peaks, it can drive the termination process 
on its own.

2d.  The Mid-Pleistocene Transition was likely provoked 
by the continuous cooling of the planet causing too 
much accumulation of extrapolar ice.  This change 
introduced the counter-intuitive requirement for large 
ice sheets build up to trigger an interglacial, starting 
the 100-kyr global ice-volume cycle and causing 
obliquity-driven interglacial generation to skip one 
oscillation unless high eccentricity removes the ice 
volume requirement.

2e. The most convincing hypothesis on the effect of obliq-
uity is through changes to the summer latitudinal inso-
lation gradient, that affects the latitudinal temperature 
gradient controlling energy and moisture transport to 
the poles.

2f. CO2 can only produce a minor effect in glacial termina-
tions since its measured change in concentration 
(roughly a third of a doubling, which represents half 
of the warming effect of a doubling) is too small to 
account for any important contribution to the large 
observed temperature changes.
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3
THE DANSGAARD–OESCHGER CYCLE

“Chaos is merely order waiting to be deciphered.”
José Saramago (2002)

3.1 Introduction
It was already known by botanists early in the 20th century 
that peat bogs and lake sediments in Scandinavia showed 
quite abrupt climatic changes reflected in vegetation 
changes that indicated that the end of the last glacial pe-
riod was marked by alternating cold (stadials) and warm 
(interstadials) periods.  The last two stadials were named 
after a tundra flower whose pollen and leaves became 
abundant, Dryas octopetala, as the Older Dryas and the 
Younger Dryas (YD).

In 1972, after analyzing the isotopic composition of 
ice cores from Camp Century in Greenland, Willi Dans-
gaard reported that the last glacial period showed over 20 
abrupt interstadials marked by very intense warming 
(Johnsen et al. 1972). The discovery was met with indif-
ference by a scientific community still struggling to iden-
tify Milankovitch cycles in the data, because the new 
abrupt changes were not found in Antarctic records. 
Twelve years later Hans Oeschger reported that the abrupt 
changes were accompanied by sudden increases in CO2 in 
the Greenland ice cores (Stauffer et al. 1984). From then 
on the abrupt changes were known as Dansgaard–Oesch-

ger (D–O) events. It was later found that Greenland ele-
vated CO2 records were the result of a chemical contami-
nation, since they did not match Antarctic CO2 records. 
Since then scientists have been struggling to find a cause 
for them, and there is controversy over being a cyclical 
manifestation or not. The controversy is relevant because 
some researchers believe D–O events might be related to 
the millennial climate variability taking place during the 
Holocene, and thus would constitute part of the back-
ground to present climate change.

3.2 Dansgaard–Oeschger oscillations
US Greenland Ice Sheet Project 2 (GISP2) took five years 
and over 3 km of drilling to reach bedrock in 1993, pro-
ducing the GISP2 ice core. It has good temporal resolution 
allowing the counting of annual ice layers over tens of 
thousands of years. Analysis of D–O events in the GISP2 
ice core, led to the discovery that they displayed a promi-
nent frequency at 1470 years (Grootes & Stuiver 1997). 
The result was not so clear in similar ice cores, like the 
European GRIP (Greenland Ice Core Project) completed in 
1992, but GISP2 was considered to have better resolution. 
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Fig. 3.1 The Dansgaard–Oeschger cycle
GISP2 record of !18O proxy for Greenland temperature. GISP2 has been placed on the new GICC05 timescale (Seierstad et al. 2014) 
Dividing the 48–10 kyr BP period in boxes of approximately 1500 years (grey lines) helps display the periodicity of the D–O cycle (Ram-
storf 2003). D–O events are numbered according to the Greenland revised stratigraphical scheme (Rasmussen et al. 2014). The abrupt 
start of the Holocene in the North Atlantic is considered here the most recent D–O warming (number 0).



According to Stefan Rahmstorf (2003), the periodicity of 
the D–O cycle had less than 1% probability of being due 
to chance, and the deviations for the later, best dated oscil-
lations from the period was of only 2% (Fig. 3.1; Rahm-
storf 2003). In 2003 the European Consortium completed 
the NGRIP (North-GRIP) drilling in Central Greenland, 
obtaining a more undisturbed and in several aspects better 
ice core, that again did not support a clear 1470-yr perio-
dicity.

In 2005 the Danish Center for Ice and Climate con-
structed a new timescale, the Greenland Ice Core Chronol-
ogy 2005 (GICC05), by comparing three ice cores. It 
reached 60 ka, the earliest time when annual layers can 
still be counted. The GICC05 timescale has been extended 
back to the last interglacial with more ice cores, and using 
volcanic ash layers, 10Be deposition rates, the global CH4 
record,  and impurity patterns. Comparison of GISP2 with 
GICC05 showed significant discrepancies, and ash layers 
confirmed GISP2 was in need of correction. When GISP2 
data was converted to the GICC05 timescale (Fig. 3.1; 
Seierstad et al. 2014), the power of the 1470-yr peak in 
frequency analyses not surprisingly diluted into several 
smaller peaks in the 1000–2000-yr range. It shows the 
dangers of relying on a single, supposedly superior, re-
cord. We must reject the notion that D–O events occur at 
1470-yr intervals,  but they still show a tendency to occur 
at multiples of c. 1500 years (Fig. 3.1). In fact the D–O 
event that put an end to the Oldest Dryas period and 
started the warmer Bølling period, and the D–O event that 
started the Holocene, took place at almost exactly 3000 
years apart (c. 14,750 and 11,750 yr BP). And in the mid-
dle of that period, another abrupt warming put a sudden 
end to the intra-Allerød cold period (Fig. 3.1). The naming 
convention of the Greenland revised stratigraphical 
scheme by Rasmussen et al.  (2014), that divides D–O os-
cillations into Greenland stadials (GS, cold phase), and 
interstadials (GI, warm phase), numbered within a se-
quence that also includes non D–O climatic changes, is 
followed in this work.

D–O oscillations are the most dramatic and frequent 
abrupt climatic change in the geological record. They 
helped define the concept of abrupt climate change, as 
prior to their discovery it was assumed that climate 
changed slowly over time from a human perspective. In 
Greenland, D–O oscillations are characterized by an 
abrupt warming of c. 9 °C in annual average temperature 

from a cold stadial to a warm interstadial phase within a 
few decades, followed by slower gradual cooling before a 
more rapid return to stadial conditions. Initially they were 
thought to be regional phenomena, since they were not 
prominently displayed in Antarctic ice core records, how-
ever evidence uncovered since shows that they display a 
hemispheric-wide climate effect reaching also the South-
ern Hemisphere (Fig. 3.2).

D–O oscillations are not the only climate change tak-
ing place during the last glacial period. Temperature vari-
ability is very high (Fig.  3.3b & c), and the changes have 
different shapes, durations and spacing.  They are some-
times separated by other intense climate changes of a dif-
ferent nature called Heinrich events (HEs). Lets describe 
those changes starting with Greenland.

With an irregular periodicity of c.  6,000 years (Fig. 
3.3 vertical bars) 1–4 kyr long HEs took place in the 
northern Atlantic region, causing a drop of 1–2 °C from 
the already cold glacial climate. Sea surface temperatures 
in the North Atlantic fell to what are now Arctic conditions 
as far south as 45°N, and were probably covered by sea-
ice during the winter. Global methane levels decreased 
during HEs (Fig. 3.3e). HEs are also characterized by a 
greatly enhanced iceberg production from the Laurentide 
ice sheet, or less often from the Fennoscandian one, carry-
ing with them big amounts of eroded material that, when 
the icebergs melted, were deposited on the sea bed as ice- 
rafted debris (IRD). HEs are labeled H0 to H6 (Fig. 3.3a), 
with the most recent coinciding with the YD.

A HE is followed by the triggering of a D–O intersta-
dial warming. Although only one in four D–O oscillations 
is preceded by a HE, the other three are preceded by a 
similar albeit reduced cooling and IRD deposition in North 
Atlantic marine sediments. Gerard Bond suggested that 
HEs are part of the D–O cycle (Bond et al.  1993). Since 
HEs involve more profound cooling and much more in-
tense ice-shelf calving we can therefore distinguish be-
tween HE D–O oscillations (GI 1, 4, 8, 12, 14, 17.2) and 
non-HE D–O oscillations.

D–O oscillations are characterized by their asymmet-
ric change in temperatures.  They all display a very fast 
warming,  with temperatures rising by about 7–13 °C (9 °C 
average, Central Greenland temperature) in less than seven 
decades, within the span of a human life (Fig. 3.4).  The 
warming rate is an amazing 1 °C every seven years. This 
abrupt warming ceases synchronously for nearly all D–O 
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Fig. 3.2 Widespread effects of the Dansgaard–
Oeschger cycle
Warming in Greenland is coincident (red dots) with 
warmer wetter conditions in Europe, higher sea-surface 
temperatures in the western Mediterranean, increased 
precipitation in the Venezuelan coast, enhanced summer 
monsoon in the Indian Ocean, aridity in the southwestern 
North America and China, changes in ocean ventilation 
in California, increased sea temperature and productivity 
in the Arabian sea. Warming in Greenland is also coinci-
dent (blue squares) with anti-phased cooling in Antarc-
tica, and the circumpolar seas (See Broecker 1999 and 
Rohling et al. 2003 for references). Modeled changes in 
temperature (after Menviel et al. 2014) do not fully re-
produce the extent of a D–O interstadial, even after dou-
bling the temperature scale, as Greenland shows an 8–
10 °C increase. D–O events are centered in the Nordic 
Seas, between Greenland, Iceland, the Faroe Islands, and 
Norway, south-west of what the model shows.



events (Fig. 3.4). Given that the rate and duration of the 
warming phase is very similar, despite very dissimilar pre-
vious conditions, it suggests that the source of heat proba-
bly has a constrained enthalpy capacity, and the amount of 
heat released is similar for all D–O events.  The abrupt 
warming is followed by a period of cooling of c.  175 years 
when temperature drops by 2–4.5 °C. From this point D–O 
oscillations display great variability.  Some D–O oscilla-
tions (GI 3, 4, 5.2, and 6) will loose all the temperature 
gained in just three centuries,  showing cooling rates of –
0.3 °C/decade or even faster, and often reaching tempera-
tures colder than prior to the D–O event (Fig. 3.4). The 
total span for these short D–O events is just 400–500 
years. Other D–O oscillations will take 500 to 800 years to 
complete a more irregular descent, for a total span of 800–
1000 years (GI 7, 10). Finally some D–O oscillations will 
take more time to go back to glacial stadial baseline than 
the length of a cycle oscillation (Fig. 3.4, GI 8). In such 
cases new D–O events are prevented from taking place 
until the cooling ends.

3.3 Dansgaard–Oeschger oscillations in 
the Antarctic record
When studying the D–O cycle in Antarctic records it be-
came apparent that Greenland temperature changes 
matched methane level changes at a global scale (Fig. 3.3). 
Since methane levels were increasing simultaneously in 
both Greenland and Antarctic ice cores,  this provides a 
precise way to align both records (WAIS Divide Project 
Members 2015). The alignment of Antarctic and Green-
land records shows that there is an inverse temperature 
relation between both poles. During a D–O GS (cold 
phase) temperature rises in Antarctica.  This rise is espe-
cially intense if the stadial is a HE. Temperature in Antarc-
tica peaks c. 220 years after the D–O abrupt warming trig-
gers in Greenland (WAIS Divide Project Members 2015; 
Fig. 3.5). This delay suggests an oceanic link between both 
poles is responsible.  Afterwards temperature goes down 
simultaneously in both poles, but Antarctic temperature 
bottoms early and starts to raise again in preparation for 
the next oscillation.

How is this temperature connection achieved? The 
planet receives most of the energy from the Sun through 
the tropical areas where part of it is radiated back. The rest 
of the energy that has been converted to heat has to be 
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Fig. 3.3 Chronology of climatic events for the Last Glacial Period
a) Percentage of detrital carbonate in deep sea core DSDP 609 (after Bond et al. 1999), a proxy for iceberg activity in the North Atlantic. 
Heinrich events are defined on the basis of inferred iceberg activity. The amount of specific petrological tracers changes at different Hein-
rich events, reflecting differences in the origin of the icebergs. b) GISP2 Greenland !18O temperature proxy on GICC05 timescale (after 
Seierstad et al. 2014). Numbers denote D–O events. c) Antarctic EPICA Dome C temperature reconstruction from deuterium records 
(after Jouzel et al. 2007). Data averaged with a 200-yr running window. A8 to A21 are Antarctic warming events (Antarctic Isotope 
Maxima) numbered according to Greenland interstadials. d) Antarctic atmospheric CO2 concentration from several ice cores (after Bere-
iter et al. 2015). e) Greenland CH4 concentration from GISP2 ice core on GICC05 timescale (after Seierstad et al. 2014). Vertical blue 
bars, timing of Heinrich events (H3 to H6 from Ahn & Brook 2008; H0 to H2 from Hemming 2004). Vertical dotted lines, abrupt warm-
ing in Greenland after Heinrich events.



directed towards the poles, where most of the surplus heat 
is radiated to space. This meridional heat transport is 
achieved in part through the atmosphere,  that transports 
two thirds of the surplus heat towards higher latitudes, and 
in part through the oceans, where another third of the sur-
plus heat is carried through the Meridional Overturning 
Circulation as warm subsurface currents, that return as 
cold deep currents once they ventilate the heat to the high 
latitudes atmosphere. What makes the meridional heat 
transport function is the temperature gradient between the 
tropics and the poles.

Pacific warm waters are mostly prevented from reach-
ing the Arctic, so the only effective connection is through 
the North Atlantic between Greenland and Scotland. The 
closure of the Panamanian Pacific–Atlantic connection 
converted the North Atlantic Ocean into a cul-de-sac for 
meridional heat transport. During glacial periods the Ber-
ing Strait throughflow is stopped by ice and low sea levels. 
The South Atlantic is the only southern ocean that trans-
ports heat northward across the Equator. Therefore the 
Atlantic is an avenue for subsurface warm waters that 
originate in the Southern Ocean and go to the Arctic 
Ocean,  returning as deep cold waters. This is the cause of 
the temperature connection between the poles. It has been 
proposed that when the Atlantic current is strong it cools 
the Antarctic and warms the Arctic by changing the energy 
budget in favor of the last, and when the Atlantic current is 

weak it warms the Antarctic and cools the Arctic through 
the opposite effect. This heat-piracy hypothesis is the basis 
of the bipolar see-saw model, that is supported by avail-
able evidence on changes of the Atlantic Meridional Over-
turning Circulation (AMOC; Stocker & Jonhsen 2003).

The explosive growth of methane during D–O oscilla-
tions raised fears that abrupt climatic changes had repeat-
edly triggered the hypothetical clathrate gun. Substantial 
methane deposits of several hundred Gt exist as solid hy-
drates (clathrates) at 300–500 m depths in the oceans, 
maintained as solid by low temperature and high pressure. 
A hypothesis was developed that a fast warming could 
trigger their release in the near future. However deuterium 
isotopic analysis of ice core methane showed that the in-
crease in methane was accompanied by a depletion in deu-
terium (Bock et al. 2010; Fig. 3.6). This depletion indi-
cates that its origin is in deuterium poor methane from 
boreal wetlands, one of the main natural sources of meth-
ane, and not from deuterium rich clathrate hydrates. The 
increase in temperature and precipitation associated with 
the D–O cycle (Fig. 3.2) would be responsible for boreal 
wetlands expansion and increased CH4 emissions.

The decrease in methane deuterium starts during HE 
4, several centuries before the abrupt D–O warming com-
mences and CH4 levels increase (Fig. 3.6; Bock et al. 
2010). The authors explain it as the result of an AMOC 
intensification increasing precipitation at high latitudes 
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Fig. 3.4 Time evolution of recent 
D–O oscillations
NGRIP !18O temperature proxy 
(NGRIP members 2004) on GICC05 
timescale, averaged with a 40-yr 
running window. D–O oscillations 
corresponding to Greenland intersta-
dials (GI) 3 to 10, between 42–27 ka 
have been aligned according to their 
mid-warming time. GI 9 does not fit 
the D–O pattern and is not included. 
D–O oscillations show a very abrupt 
warming phase in a very narrow 
time-span of less than a century, 
followed by the loss of about one 
fourth of the temperature increase 
over the next two centuries. After 
that, D–O events stop behaving con-
sistently and return to glacial condi-
tions at different rates. After Gano-
polski & Rahmstorf (2001).

Fig. 3.5 Cartoon of the D–O interpolar 
phasing of temperatures
During a Heinrich event Greenland tempera-
ture (top) gets very cold, while it raises in Ant-
arctica (bottom). Once the abrupt warming 
takes place in Greenland, temperature peaks in 
Antarctica on average 220 years later. If the 
previous Antarctic warming has been very 
intense, as in AIM 8 (Antarctic Isotope 
Maxima), the corresponding Arctic cooling, GI 
8 (Greenland interstadial) can take much 
longer and then one or more cycle periods are 
skipped until temperature is cold enough. After 
WAIS Divide Project Members (2015) and van 
Ommen (2015).



(Bock et al. 2010).  This is important because an AMOC 
intensification during HE is believed to be responsible for 
the extraordinary increase in North Atlantic iceberg activ-
ity when it causes widespread ice shelves collapse in the 
North Atlantic (Hulbe et al. 2004). D–O events not follow-
ing an HE appear to be the response to similar but less 
intense bipolar see-saw changes, and thus a more intense 
AMOC could provide the energy required for D–O phe-
nomena.

D–O events constitute the most clear example of 
abrupt climatic change other than asteroid impacts. They 
have taken placed repeatedly in the past at millennial fre-
quency, changing the climate of an entire hemisphere and 
affecting the whole planet. They were capable of raising 
methane levels by 30% globally (Fig. 3.6), yet surprisingly 
they were neither cause nor consequence of significant 
CO2 changes. Antarctic ice core records do not register 
any contribution or response from CO2 to D–O events 
(Fig. 3.3d). CO2 levels only increase during HEs. As we 
have seen HEs are associated with Antarctic warming 
while the North Atlantic region cools down and iceberg 
discharge is greatly enhanced. Since the Antarctic region is 
the only one warming during a HE, it is generally believed 
that the increase in CO2 originated from enhanced CO2 

ventilation from a warming Southern Ocean (Ahn & 
Brook 2014).

Ahn and Brook (2014) investigated the relationship 
between CO2 changes and temperature changes in Antarc-
tica during the stadials that precede the abrupt D–O warm-
ing. They are stadials only in Greenland (GS), because as 
we have seen the cold period between D–O events is char-
acterized in Antarctica by warming (Fig. 3.5). They found 
that GS display different CO2 changes whether they coin-
cide or not with a HE (Fig.  3.7; Ahn & Brook 2014). HE–
GS display an increase in CO2 while non-HE–GS do not 
show any increase at all in CO2 levels (Fig. 3.7 box). This 
result suggests that it is the HE cooling the North Atlantic 
that is causing the Southern Ocean to warm and release 
CO2, and not the Antarctic warming, that in all cases is 
unrelated to CO2 levels.

We can conclude that according to available evidence, 
CO2 plays no role at all in the most abrupt and frequent 
climate changes of which we have knowledge, the D–O 
cycle, and that the increase in CO2 observed in Antarctica 
associated to HEs appears to be a consequence of Southern 
Ocean warming, and neither a cause or consequence of 
Antarctic warming. Furthermore,  the increase in CO2 dur-
ing HEs (of about 10–15 ppm) does not appear to signifi-
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Fig. 3.6 Methane changes and origin dur-
ing D–O events
a) NGRIP !18O Greenland temperature 
proxy (after NGRIP members 2004) on 
GICC05 timescale, averaged with a 40-yr 
running window. b) CH4 record from West 
Antarctic Ice Sheet (WAIS) Divide ice core 
(after Rhodes et al. 2015), synchronized to 
GICC5 age model. c) NGRIP methane deu-
terium changes, !D(CH4), in per mil. Dark 
grey area represents 1' uncertainty of 
measurement. The light grey bar indicates 
the Heinrich event 4. Changes in methane 
levels are inversely correlated to methane 
deuterium content, indicating a deuterium 
poor source, most likely boreal wetlands. 
After Bock et al. (2010).

Fig. 3.7 CO2 and Antarctic temperature relationship 
during Greenland stadials
Relationship between changes in Antarctic temperature 
(expressed as changes in the difference in the ratio of 
deuterium to hydrogen respect to a standard), and 
changes in CO2 (ppm) at the Siple Dome (Antarctica) 
during periods coincident with GS. Records are long-
term detrended and three hundred-year running averaged 
(after Ahn & Brook 2014). GS are numbered according 
to the Greenland revised stratigraphical scheme (Ras-
mussen et al. 2014), and therefore are terminated by a D–
O warming that initiates an interstadial numbered with 
the preceding number. Dashed lines, GS coinciding with 
Heinrich events. Continuous lines, GS not coinciding 
with a Heinrich event. Antarctic warming prior to D–O 
events takes place in the absence of CO2 changes, except 
when associated to Heinrich events.



cantly alter the rate or magnitude of the warming during 
the subsequent D–O oscillation (see for example that GI 8 
shows a similar warming to the rest, Figs. 3.4 & 3.6).

Now we can understand the difference between HE 
and non-HE D–O oscillations. HEs are likely caused by a 
reduction in inter-hemispheric heat transport by AMOC. 
As it happens at c. 6000 years intervals,  we can speculate 
that it is due to an intensification of glacial conditions and/
or Northern Hemisphere ice build up over time. As a con-
sequence Antarctica warms and the Arctic and North At-
lantic cool, clear evidence of a reduced AMOC. Warming 
at the Southern Ocean releases CO2, while ice continues 
growing in the Northern Hemisphere. The increasing tem-
perature difference between the Southern Ocean and the 
North Atlantic reactivates AMOC. This causes an increase 
in precipitation in boreal wetlands that release deuterium-
poor methane, although methane levels are not changing 
yet. The strengthened AMOC should be responsible for the 
collapse of the extended northern ice shelves provoking an 
iceberg avalanche. Iceberg melting and meltwater produc-
tion result in the formation of a fresh water lid that pro-
motes North Atlantic and Nordic Seas water stratification. 
When the D–O warming takes place it puts a sudden end 
to the stadial. The increased warming and precipitation 
cause an increase in methane production from boreal wet-
lands, and globally methane levels increase by c. 30%. 
Interestingly, the warming recorded in Greenland is the 
same regardless of whether the stadial was under a HE or 
not (Fig. 3.6). This important fact suggests that D–O 
events do not depend on the intensity of AMOC, that 
should be higher at the end of HE due to a bigger tempera-
ture difference between the Southern Ocean and the North 
Atlantic, and places important restrictions on the cause of 
the D–O cycle. However the length of the GI after a D–O 
event does depend on the previous stadial situation. When 
the D–O abrupt warming occurs after an HE, the subse-
quent cooling usually takes much longer and normally 
other D–O events are prevented from taking place until the 
cooling is completed (Fig. 3.3b). It appears probable that 
the enhanced AMOC continues providing an increased 
amount of heat for 1.5 to 3 kyr, sustaining a slower cool-
ing.

3.4 Does the Dansgaard–Oeschger 
cycle have a periodicity?
Some authors have disputed the existence of a D–O cycle 
on the basis that the oscillation distribution is not signifi-
cantly different from random (Ditlevsen et al. 2007). There 
is obviously the difficulty in correctly dating with suffi-

cient precision oscillations that took place so long ago. 
The new Greenland GICC05 timescale strongly supports 
that if a D–O cycle exists, it is not regularly spaced, as it 
was once believed by some authors. Glacial climate re-
cords are very noisy because climate variability is en-
hanced during glacial periods (see Sect. 4.7), and mathe-
matical analysis of the D–O frequency becomes more in-
conclusive due to it. D–O events need to be correctly iden-
tified, and for that they have to be correctly defined, as 
some researchers work with what might not be D–O 
events,  but temperature spikes that could respond to dif-
ferent causes. A D–O oscillation requires several signature 
conditions. It is highly asymmetric with rapid warming in 
a few decades and slow cooling over at least 200 years 
followed by cooling over at least 200 more years for a 
minimum duration of 400 years (Fig. 3.4). It is matched by 
a similar peak of methane levels of similar duration (Fig. 
3.6). And it is preceded by prior Antarctic warming that 
peaks about 220 years after the Greenland warming peak 
(Fig. 3.5). Temperature peaks that do not respond to this 
pattern, like GI 9, cannot be a priori identified as a D–O 
event, yet they do affect the frequency analysis. Neverthe-
less the identification of a 1470-yr periodicity in D–O 
events was always fraught with problems. It was shown 
that most of the power for the peak came from just 3 D–O 
events (GI 7, 6 & 5.2; Schultz 2002).

Does the new Greenland chronology mean that D–O 
events have a random distribution? Not necessarily. The 
new chronology provides an opportunity for discarding 
incorrect assumptions and improve our knowledge of the 
D–O cycle.  Casual examination of the best dated glacial 
period in GISP2 on GICC05 timescale between 11.7–
14.7 ka shows that between Greenland sudden warming at 
the start of the Holocene, and the sudden warming that 
ended the Oldest Dryas and started the warm Bølling–Al-
lerød (BA) period,  there was a time span of 3000 years. 
The same interval separates the start of GI 7 and GI 5.2 
between 35.5 and 32.5 ka (Fig. 3.8a). These are some of 
the most recent and best dated D–O events, so it is inter-
esting to examine if the 3 kyr interval is significant in D–O 
events frequency.  Multitaper spectral analysis of GISP2 on 
GICC05 does indeed show a prominent peak at 3 kyr 
(Obrochta 2015; Fig. 3.8b). More information can be ob-
tained if we focus our frequency distribution analysis 
strictly to the abrupt warming phase of bona fide D–O 
events,  according to the criteria listed above. That way we 
eliminate the noise from other temperature changes. Table 
3.1 lists the 19 D–O events in the last glacial period whose 
warming phase takes place at ) 5.5 kyr from another D–O 
event (GI 21 and above are excluded by this criterion). 
This list results in 24 time intervals of 5.5 kyr or less, 
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Table 3.1 Partial list of D–O events
19 Greenland Interstadials (GI) identified as D–O events and occurring at 5.5 kyr or less from another D–O event are used in the analysis, 
with the dates (BP) assigned to the fast-warming phase. They define the 24 intervals of ) 5.5 kyr shown in Fig. 3.8c as vertical bars.

D–O Date D–O Date D–O Date D–O Date

GI 0 11,700 GI 6 33,700 GI 12 46,850 GI 18 64,150
GI 1 14,700 GI 7 35,500 GI 13 49,300 GI 19.1 69,650
GI 3 27,800 GI 8 38,250 GI 14 54,250 GI 19.2 72,400
GI 4 28,900 GI 10 41,500 GI 15.2 55,800 GI 20 76,500

GI 5.2 32,500 GI 11 43,350 GI 17.1 59,100



separating D–O events.  When this sample is analyzed, 
over half of the intervals cluster at two lengths, 4.8 ± 
0.3 kyr and 3.0 ± 0.3 kyr (Fig. 3.8c).

The occurrence of over half of the D–O events at pre-
ferred specific intervals could be due to chance, indicate 
the existence of intrinsic delays, or alternatively denote the 
presence of one or more external pacers that produce fa-
vorable conditions at different periodicities. When we ana-
lyze the temporal disposition of the observed intervals 
between D–O events, it becomes evident that it is too or-
dered to be due to chance (Fig. 3.9). So we can rule out 
that possibility, as highly unlikely. Furthermore, the best 
explanation for the observed intervals is that two different 
periodicities are taking place simultaneously in the D–O 
cycle. One periodicity with 4.8 ± 0.3-kyr period is repre-
sented by the sequence spanning GI 4-6-8-11, of c.  14,500 
years in a set of three oscillations, and by the sequence 
spanning GI 13-14-17.1-18, of c. 14,800 years in another 
set of three oscillations (Fig. 3.9, orange rounded rectan-
gles). The other periodicity with 3.0 ± 0.3-kyr period is 
represented by the sequence spanning GI 5.2-7-8-10,  of c. 
9,000 years in a set of three oscillations (Fig. 3.9, brown 
rectangles). Interestingly, the short periodicities of 1.2 and 
1.8 kyr, are the residuals that fit both periodicities together 
(Fig. 3.9, yellow hexagons and black boxes). 1.8 is the 
difference between 4.8 and 3.0,  and 1.2 is the difference 
between 3.0 and 1.8. 3.6 kyr, an interval that appears 
twice, is double the 1.8 number.

The surprising answer to the long-sought D–O cycle 
periodicity riddle is that it does not have one but two pe-
riodicities mixed together, a result difficult to extract from 

a noisy record through computer analysis. This extraordi-
nary disposition of D–O events according to two slightly-
irregular simultaneous periodicities is very difficult to ex-
plain in terms of intrinsic delays in meltwater events, sa-
linity changes, or thermohaline circulation strength 
changes. The most parsimonious explanation is the exis-
tence of an external pacer that simultaneously cycles in 
two frequencies. The obvious relationship between both 
periodicities through the appearance of residuals that ap-
proach the difference between their periods (1.8 and 1.2 
kyr) is a strong indication of a common cause for both 
periodicities. If we observe the pattern that appears from 
the analysis at Fig.  3.9, eleven of the nineteen D–O events 
are the consequence of belonging to two series of three 4.8 
kyr units (GI 4,  6, 8, 11, 13, 14, 17.1, 18), and one series 
of three 3.0 kyr units (GI 5.2, 7, 8, 10). What these triplets 
have in common is that three 4.8 kyr units have the same 
duration as eight 1.8 kyr units (14.4 kyr), and three 3.0 kyr 
units have the same duration as five 1.8 kyr units (9 kyr). 
We must logically conclude that the two periodicities ob-
served are a manifestation of a fundamental 1800-yr cycle. 
Such a fundamental cycle is already known to exist in na-
ture and affect climate. It is the 1800-yr oceanic tidal cycle 
(Keeling & Whorf 2000).

The strongest possible tides on Earth take place when 
(1) there is a Sun–Earth–Moon syzygy (alignment),  (2) 
when the Moon is closest to the Earth, at perigee, (3) when 
the Moon is located at one of the nodes of the Earth's 
ecliptic, and (4) when the Earth is closest to the Sun, at 
perihelion.  These conditions are met simultaneously on 
average every 1800 years (1682, 1823, or 2045 years ± 18 
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Fig. 3.8 D–O events periodicity
a) GISP2 !18O Greenland temperature 
proxy on GICC05 timescale (after Seier-
stad et al. 2014), 60-yr averaged, for the 
periods 11.2–15.1 ka (top graph in a) 
and 32–35.9 ka (bottom graph in a). The 
common 3000-yr periodicity, and one 
instance of 1800-yr and 1200-yr spacing 
each, between D–O events are indicated 
by horizontal arrows. b) Multitaper 
spectral analysis of GISP2 data on origi-
nal timescale (grey line), and GICC05 
(black line) for 1–4 kyr periodicities 
(after Obrochta 2015). The strong 1470-
yr peak (vertical grey line) in the origi-
nal timescale is absent in GICC05. c) 
Distribution analysis of the interval be-
tween D–O fast-warming phases in the 
GISP2 record on GICC05 timescale. 
Over half of the intervals cluster at 3.0 ± 
0.3 and 4.8 ± 0.3 kyr values.



years). The 1800-yr lunar periodicity arises from small 
mismatches between syzygy and the lunar node that in-
crease and decrease over time (Keeling & Whorf 2000). 
But the theoretical strength of the tides,  measured as the 
angular velocity of the Moon respect to perigee, is not the 
same at every 1800-yr peak. The cycle is subjected to 
modulation by small differences (± 20 days) between 
syzygy and perihelion, resulting in a cycle modulation that 
currently has a periodicity of 4650 years, but could have 
been longer in the past due to secular changes in the peri-
ods of lunar months and anomalistic year produced among 
other things by changes in precession (Keeling & Whorf 
2000). So there is a known explanation for the relationship 
between the 1.8 and 4.8-kyr periodicities in D–O events. 
At present we can only speculate on a lunar origin for the 
3.0-kyr periodicity, but lunar cycles are intrinsically vari-
able. The closeness in value between the rotation of the 
lunar nodes around the Earth, 18.61 years, and the preces-
sion of the lunar orbit, 18.03 years, produces a tidal cycle 
of 366 years (345, 363, and 405 years, plus occasionally 
other values) as the perigee and the lunar node take place 
closer in time or separate. This 366-yr cycle could produce 
a 3.0-kyr cycle at every eighth unit (and a 1.5-kyr cycle at 
every fourth). The 366-yr cycle shows modulation by the 
1800-yr cycle, so it also becomes stronger at times when 
the 1800-yr cycle peaks.  This could explain why the 
3.0-kyr cycle synchronizes with both the 1.8-kyr and the 
4.8-kyr cycles. Lunar cycles also account for a high degree 
of variability in the periodicity. Tidal intensity does not 
change smoothly along the 1800-yr cycle, but goes up and 
down continuously and it is almost as high at 1800 ± 90, ± 
180, and ± 360 years, and so on, so a threshold value can 
be reached centuries before or after the cycle peaks, and 
thus the 10% variability observed (Fig. 3.8c) is easily ex-

plainable. Although far from conclusive, it is clear that 
nearly all the periodicities that the D–O cycle presents can 
be corresponded with calculated lunisolar tidal periodici-
ties, centered on the 1800-yr cycle. Calculating a more 
precise correspondence is a complicated task, and has the 
problem that we don't know how lunar cycles have 
evolved over such a long time.

3.5 Conditions for the Dansgaard–
Oeschger cycle
Since D–O oscillations, as previously defined, are a glacial 
feature, they appear to be influenced by global temperature 
and therefore by orbital changes. D–O events have a re-
duced frequency at warm times of maximal obliquity at 
90, 50, and 10 kyr BP and at very cold times after minimal 
obliquity at 65 and 20 kyr BP (Fig. 3.10). As with the gla-
cial cycle (see Chap. 2), the effect of obliquity lags the 
forcing by c. six millennia. So it appears that D–O abrupt 
changes cannot take place when the world is warm or very 
cold (deep glacial).

Schulz et al. (1999) investigated the irregular distribu-
tion of D–O oscillations during the past 100 kyr, and no-
ticed a strong relationship between the D–O signal and 
variations in continental ice mass, as recorded in sea-level 
variations. Times of reduced D–O frequency coincide with 
inflection points in sea level variation, both at maxima and 
minima.  And D–O events tend not to happen when sea 
levels are above –35 m or below –100 m from present 
level (Fig. 3.10d, e). Optimal conditions for D–O events 
must have been those between 60–49 ka and between 43–
27 ka, i.e. sea levels between –40 and –100 m, and lagged-
obliquity outside maxima or minima. It is suggested that 
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Fig. 3.9 The D–O cycle
a) Diagram showing the disposition of the 4.8-kyr intervals (orange rounded rectangles), 3-kyr intervals (brown rectangles), 1.8-kyr in-
tervals (yellow hexagons), and 1.2-kyr intervals (black boxes) according to the 4.8 and 3.0-kyr observed periodicities. Greenland intersta-
dials (GI) named according to Rasmussen et al. 2014. Note that all D–O events, except GI 20, participate in the periodicities. b) GISP2 
!18O Greenland temperature proxy on GICC05 timescale (after Seierstad et al. 2014), 100-yr averaged. The 19 GIs showed have been 
selected because they fit the D–O signature (see main text). Other temperature spikes have not been considered even if they fit in the dou-
ble D–O periodicity and might constitute unrecognized D–O events.



failure to meet these optimal conditions might be the rea-
son why the D–O cycle periodicity is interrupted between 
49–43 ka (Fig. 3.10a).

The right conditions for a D–O oscillation require the 
build up of extensive ice sheets over the northern conti-
nents that cause a drop in sea levels of at least 35 m. Once 
that happens,  the bipolar see-saw must be set to warm 
Antarctica and cool the North polar regions. These condi-
tions will extend the sea-ice cover over ample regions of 
the Nordic seas and North Atlantic and produce an in-
crease in iceberg discharge. Then sufficient heat has to be 
accumulated to be suddenly released when the next tick of 
the pacer triggers a D–O cycle. Whenever those conditions 
are set a new D–O oscillation might be triggered. Warming 
from obliquity maxima will prevent the conditions from 
taking place, as will a profound cooling that reduces sea 
levels below –100 m, producing too much ice.

3.6 The Bølling–Allerød and Younger 
Dryas as part of the Dansgaard–
Oeschger cycle
The abrupt climate change events that took place in the 
North Atlantic region at c. 14,700 and 11,700 years, initi-
ating the BA GI and the Holocene respectively, have been 
considered D–O events in the previous analysis (Fig. 3.8 
and table 3.1) because they not only display the correct 
temperature profile, magnitude, and GHG signature, but 
are also separated by the favored spacing of 3,000 years. 
However, the YD has been frequently considered a unique 
event,  rather than part of a series of similar events. A gla-
cial meltwater flood event into the North Atlantic 
(Broecker et al.  1989), or the Arctic (Murton et al.  2010), a 

volcanic eruption (the Laacher–See eruption; Baldini et al. 
2018), or a cosmic impact (Wolbach et al. 2018) have been 
proposed as specific YD causes.  Less often the BA and 
YD are considered the last in the D–O series of events 
(Broecker et al.  2010; Rial 2012). Nye & Condron (2021) 
use a principal component outlier detection scheme and, 
after taking into consideration the warming at glacial ter-
mination,  conclude that the BA/YD is not statistically dif-
ferent from the other D–O events in the Greenland record. 
If the BA and YD are part of the D–O series of events, as 
the evidence supports,  then one-time events, like a cosmic 
impact or a volcanic eruption, become an unlikely expla-
nation for the YD. What makes the BA/YD transition dif-
ferent from other D–O stadial transitions is that it takes 
place during a glacial termination and it is thus seen by 
many researchers as a reversal in the deglaciation process. 
This is not supported by continuing sea level rise through 
the YD, and by proxies from other parts of the world and 
other latitudes that show uninterrupted warming (Shakun 
et al. 2012). This uniqueness is also disputed by the exis-
tence of a possible analogous event during Glacial Termi-
nation III at 247 ka (Broecker et al. 2010).

The YD period can be considered a HE (H0; Fig. 3.3). 
It was characterized by cooling in the Northern Hemi-
sphere. Benthic cores show the chronologically coherent 
deposition of an iceberg-rafted Heinrich layer in the North 
Atlantic, rich in detrital carbonate from the Hudson area 
(Andrews et al. 1995), basaltic glass, and hematite grains 
(Bond & Lotti 1995), like during other HEs. And it was 
abruptly terminated by the sudden warming accompanied 
by methane increase characteristic of D–O events,  like all 
other HEs. Other factors might have participated in the YD 
cooling, but it appears probable that it took place an inten-
sification of the bipolar see-saw with Antarctic/Southern 
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Fig. 3.10 D–O oscillations and changes in sea levels
a) Diagram showing the disposition of D–O events according to the observed periodicities: 4.8-kyr intervals (rounded rectangles), 3-kyr 
intervals (rectangles), 1.8-kyr intervals (hexagons), and 1.2-kyr intervals (black boxes). b) GISP2 !18O Greenland temperature proxy on 
GICC05 timescale (thin line, left scale; after Seierstad et al. 2014), 100-yr averaged. c) Earth's axial obliquity (thick purple line, right 
scale; after Laskar et al. 2004). d) D–O event density. Smoothed number of identified D–O events per 10 kyr (thick dotted line, left scale). 
e) 3000-yr averaged sea level in meters from present level (thick blue line, right scale; after Spratt & Lisiecki 2016). Dashed grey line 
indicates the lag in sea levels respect obliquity. Blue shaded area indicates sea level range when D–O events happen at regular intervals.



Ocean warming and Arctic/North Atlantic cooling due to 
an AMOC weakening, followed by AMOC intensification 
when the latitudinal temperature gradient became too 
steep,  leading to an intense ice-shelf extension/collapse 
cycle, very much as in other HEs (Hulbe et al. 2004).  The 
abrupt warming that terminated the YD in Greenland ice 
cores was of a magnitude comparable to other D–O 
events.  The GS 1–GI 0 (Holocene) transition is indistin-
guishable from the GS 13–GI 12 transition at 46.8 ka by 
several criteria (Rasmussen et al.  2014),  so we have dated 
the start of the Holocene according to the D–O chronol-
ogy. The main difference is that after the abrupt warming 
of D–O 0 the subsequent cooling to return to glacial condi-
tions did not take place, and interstadial temperatures con-
tinued increasing for c. 4000 years as the ice sheets 
melted.

3.7 Consensus Dansgaard–Oeschger 
cycle theory and challenges
The leading D–O cycle hypothesis was established by 
Wallace Broecker et al. (1990), and is defended by one of 
the foremost experts on abrupt climatic changes,  Richard 
Alley (2007). It is known as the “Salt Oscillator” hypothe-
sis,  and it is based on oscillatory changes of the AMOC, in 
response to fresh-water pulses due to ice melting water 
(meltwater pulses, MWPs) being stored and released peri-
odically from ice-sheets (Fig. 3.11).

According to this hypothesis, the AMOC is controlled 
by warm sea surface waters of its North Atlantic Current 
component (NAC) becoming saltier through evaporation 
that takes fresh water out of the Atlantic basin,  and further 
becoming saltier and colder through evaporation in subarc-
tic regions until they become dense enough to sink and 
then turn South to constitute the cold North Atlantic Deep 

Water (NADW) component. In this hypothesis, the inten-
sity of the NADW determines the state of the AMOC.

The NADW flows southward along the bottom of the 
Atlantic Ocean exporting with it the excess salt,  resulting 
in a gradual reduction in North Atlantic surface salinity 
over time. Furthermore, tropical heat transferred to the 
high-latitude North Atlantic produces ice melting and 
MWPs that further reduce water salinity. The theory states 
that if surface waters at the sites of deep-water formation 
become too fresh, then AMOC weakens or shuts off be-
cause the surface waters are not dense enough to sink. 
Once AMOC weakens enough or even shuts down, salt 
starts to accumulate again in the North Atlantic due to the 
absence of NADW export. According to this theory, weak 
AMOC conditions are associated with cold stadials (Fig. 
3.12a).

As salt continues to accumulate in the North Atlantic 
during periods of reduced NADW formation, eventually 
surface waters at key sites of deep-water formation would 
become salty and dense enough again to sink, thus restart-
ing AMOC and causing an abrupt warming in the high-
latitude North Atlantic, triggering the warm phase of a D–
O cycle.

Several studies have suggested that it only takes a 
small reduction in sea surface salinity to alter the rate of 
NADW formation, to the point that some scientists, in-
cluding late Wallace Broecker and Richard Alley became 
worried that an increase in the hydrological cycle due to 
current global warming could reduce North Atlantic salin-
ity, leading to the shut down of the AMOC causing an 
abrupt cooling in the near future (Broecker 1999; Alley 
2007). They do not take into consideration that before the 
Mid-Holocene transition, around 5000 yr BP, the northern 
Atlantic region was warmer and generally wetter than pre-
sent, when the Sahara was a savanna type of environment, 
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Fig. 3.11 The salt oscillator hypothesis
a) During warm interstadials, a strong AMOC transports heat northward causing the ice sheets around the North Atlantic to melt, gradu-
ally reducing surface water salinity until it no longer sinks and deep water formation ceases to form, stopping NADW. Eventually, surface 
salinity is reduced enough to weaken AMOC, shifting the climate into a cold stadial. b) During stadials, cooler conditions in the North 
Atlantic reduce meltwater input from the ice sheets, allowing an increase in surface salinity that eventually causes water to sink restarting 
NADW and causing AMOC to strengthen, returning the climate system to an interstadial. After Ruddiman (2001)



with the Intertropical Convergence Zone (ITCZ), a belt of 
daily rains reaching 30°N, and the AMOC did not shut 
down.

Evidence does not support that the cooling at the be-
ginning of stadials is caused by meltwater and iceberg 
increase. Studies using the increase in abundance of the 
cold-loving left-coiling form of the foraminifer N. pachy-
derma (s) to track the southward displacement of the Arc-
tic Front show that the North Atlantic cooling at the start 
of stadials preceded by several centuries to 2 kyr the in-
crease in benthic rafted detritus associated to enhanced 
iceberg activity (Barker et al. 2015). It has been found that 
as the atmosphere cools down and seasonal sea-ice in-
creases at the start of an stadial, North Atlantic surface and 
intermediate waters start warming (Rasmussen et al. 
2016), and it is suggested that the ice increase coupled 
with water warming is responsible for increased iceberg 
activity and IRD deposition during HEs and GSs. The salt 
oscillator hypothesis has no particular explanation for the 
periodicities in the D–O cycle. The pacing must come 
from the intrinsic delays in the salinity and meltwater 
build up and depletion, and the oceanic currents response 
delay for the cycle to proceed. As simply put, the pacing of 
a pendulum depends on its length, but climate variability 
is far from the regularity of simple physics.

In recent years this consensus view of D–O cycle 
formation through salt-oscillation has come under assault 
on several fronts. While several studies have questioned 
the occurrence of MWPs at the expected time intervals, 
others indicate that AMOC is a lot more stable than re-
quired by the theory and even extreme MWPs would not 
be able to destabilize it persistently. The work of Ras-
mussen & Thomsen (2004), also confirmed by Dokken et 
al. (2013), and Ezat et al. (2014), and theoretically framed 
by Petersen et al. (2013), shows that during stadials the 

flux of warm water to the North Atlantic and Norwegian 
Sea does not cease. Instead during cold stadials warm wa-
ters enter the Arctic under the sea-ice at a subsurface level 
and thus instead of ceding the heat to the atmosphere they 
warm the subsurface waters below a double insulating 
cold water layer made of fresh superficial water and a cold 
and saline halocline. Thus while the atmosphere gets 
colder and sea-ice increases, the ocean heat accumulates at 
the subsurface level. The heat stored in this way must be 
limited by the Nordic Seas basin geometry.  After the 
amount of warm water accumulated at the subsurface level 
of the basin reaches a certain point,  since it is prevented 
from going up by the double insulating layer,  and since it 
will not sink past certain point due to the presence of 
colder denser bottom water, additional warm water is 
likely to displace water already in the basin without in-
creasing the heat stored in this way. This would answer 
one of the outstanding questions in D–O events. Regard-
less of the time passed since the previous event, they all 
seem to release a similar amount of heat, suggesting a 
physical constraint.

3.8 Mechanistic explanation of the 
Dansgaard–Oeschger cycle
After the “Ice Ages Mystery” was solved (Imbrie & Imbrie 
1979), the discovery of “the most dramatic, frequent, and 
wide-reaching abrupt climate changes in the geologic re-
cord” (Dokken et al. 2013) became the most tantalizing, 
biggest mystery in paleoclimatology. The leading hypothe-
sis of the salt-oscillator by Broecker present in textbooks 
(Fig. 3.11; Ruddiman 2001), is based on the surprising 
idea that deepwater formation drives the strength of sur-
face currents,  when it is known since antiquity that surface 
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Fig. 3.12 Mechanism of the salt oscilla-
tor hypothesis
a) During warm interstadials, when AMOC 
is stronger, enhanced northward oceanic 
heat transport results in warmer conditions 
in the North Atlantic, causing ice sheets 
around the North Atlantic to produce 
meltwater, gradually reducing surface wa-
ter salinity. Eventually, surface salinity is 
reduced enough to weaken AMOC, shift-
ing the climate into a cold stadial. b) Dur-
ing stadials, cooler conditions in the North 
Atlantic reduce meltwater input from the 
ice sheets, allowing an increase in surface 
salinity that eventually causes AMOC to 
strengthen, returning the climate system to 
an interstadial. After Schmidt & Hertzberg 
(2011). c) Atlantic profile from 5°S to 
80°N showing the underwater crest be-
tween Greenland and Scotland. Interstadial  
conditions (left) show a strong AMOC 
capable of crossing the crest. Stadial con-
ditions show a weakened AMOC that turns 
further South (center). During Heinrich 
events the AMOC collapses (right; after 
Rahmstorf 2002). AMOC: Atlantic Me-
ridional Overturning Circulation. NAC: 
North Atlantic Current. NADW: North 
Atlantic Deep Water. AABW: Antarctic 
Bottom Water.



currents are driven by lower troposphere winds (Wunsch 
2010).

We can start the cycle at the beginning of the stadial, 
that appears to be the point when North Atlantic sea sur-
face is colder (Fig. 3.13a; Rasmussen et al.  2016). While 
northern sea-ice expands, the warming of Antarctica and 
the Southern Ocean start activating the bipolar see-saw, 
causing the AMOC to bring increasing amounts of warm 
water that initiate the warming of North Atlantic surface 
and intermediate waters. Water warming activates iceberg 
calving, increasing IRD deposition (Fig.  3.13b). The oce-
anic warming during the stadial contrasts with cold atmos-
pheric conditions in Greenland, indicating limited mois-
ture exchange. A possible explanation is provided by re-
cords that indicate generalized intermediate water warm-
ing through the North Atlantic and Nordic Seas,  but re-
stricted surface and subsurface waters warming (Ras-
mussen et al. 2016). Open marine waters with low iceberg 
contribution display gradual warming during stadials, 
while the Nordic Seas, the Greenland–Scotland ridge, 
coastal areas, and the IRD belt, maintain a quasi-stable 
stratification with a mass of warm subsurface water over-
laid by a thin cold insulating double layer made by cold 
fresh water from melting and a cold halocline (Dokken et 
al. 2013; Rasmussen et al.  2016). This quasi-stable stratifi-

cation prevents the warming of higher latitudes because 
instead of venting the heat to the atmosphere it submerges 
below the sea-ice where it gets layered and insulated by 
the halocline (Fig. 3.13b). During Heinrich stadials, un-
usually large ice shelves prolong stadial conditions, by 
providing a bigger source of icebergs and meltwater to 
maintain the quasi-stable stratification,  and their break up 
provides the huge amounts of icebergs that contribute to 
the IRD-heavy layers identified by Hartmut Heinrich (Fig. 
3.13d; Heinrich 1988). Ice-shelf dynamics have been im-
plicated in several hypotheses explaining HEs (Hemming 
2004). Towards the end of a GS the decrease in IRD indi-
cates a reduced meltwater input leading to increasing in-
stability of the quasi-stable stratification maintained at 
coastal and shallow areas like the Greenland–Scotland 
ridge and the Nordic Seas.

After several centuries to a few millennia, the quasi-
stable stratification, weakened by reduced meltwater input, 
breaks down, and the subsurface warm waters at high 
northern latitudes raise to the surface and abruptly warm 
the atmosphere (Fig. 3.13c, e), starting a GI.  This warming 
alters the latitudinal temperature gradient and inverts the 
bipolar see-saw, so the Antarctic region starts to cool after 
about 200 years. As warm waters cool down they sink and 
form the NADW, so the higher northern latitudes also start 
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Fig. 3.13 Mechanism of the D–O cycle
a) At the beginning of a stadial the Arctic is very cold, sea-ice has grown to maximum extent, and AMOC strength (red arrow) is reduced. 
The North Atlantic Current (NAC) enters the Nordic Seas below the sea-ice (dotted red arrow), returning as cold water (dotted blue ar-
row). b) At the end of the stadial while Greenland is still cold, the North Atlantic Ocean has warmed due to the increase in the warm 
North Atlantic Current, producing an increase in iceberg discharge (white dots) carrying ice-rafted debris (IRD). At the Nordic Seas, 
warm water sinks below the ice preventing surface warming despite the increased heat transport. At certain times these conditions are 
enhanced producing a Heinrich event. c) An interstadial is abruptly produced when in an explosive manner the accumulated subsurface 
warm water rises and melts the sea-ice, transferring heat to the atmosphere. d) Modeled conditions during a Heinrich event, that supposes 
an increased cooling in the North Atlantic. e) Modeled conditions during a D–O abrupt warming. After Ganopolski & Rahmstorf (2001).



to cool. Once sea-ice re-growths and the halocline forms, 
it insulates again the warm waters from the atmosphere 
and the temperature drops putting an end to the intersta-
dial. The deep cooling of the new stadial flips again the 
bipolar see-saw restarting the cycle. The length of a GI is 
determined by the previous warming in Antarctica. After 
Antarctic Isotope Maxima (AIM, Fig. 3.3c), when the 
amount of warming in Antarctica is substantial,  D–O re-
lated GIs last much longer, indicating that the heat to keep 
them going is provided by the bipolar see-saw from the 
Southern Ocean.

There is evidence from Norwegian Sea sediments that 
have preserved the temperature stratification of the sea 
that changes in sea temperature and stratification precede 
the abrupt atmospheric changes (Dokken et al. 2013). Dur-
ing the stadial phase, the planktonic foraminifera are 
mainly recording the temperature of cold water within, or 
just below, the halocline. As the stadial phase progresses, 
the planktonic foraminifera show an increase in tempera-
ture (Fig. 3.14b) consistent with the continuous arrival of 
relatively warm and salty Atlantic water below the halo-
cline. With no possibility of venting heat to the atmos-
phere due to the sea-ice cover, the decrease of subsurface 
waters density weakens the stratification that allows the 
halocline and sea-ice cover to exist. The thermodynamics 
of the system favors an abrupt transition if the stratifica-
tion is perturbed beyond a certain tipping point.  The insta-
bility of the reverse-temperature stratification increases as 
the meltwater input decreases towards the end of the sta-
dial. The transition to a warm GI occurs when the stratifi-
cation collapses, at which point heat from the subsurface 
layer is rapidly mixed up to the surface, melting the sea-
ice cover (Fig. 3.15). This sudden mix-up is seen in the 
planktonic foraminifera proxy record as an abrupt sea 
temperature warming that precedes the atmospheric warm-
ing (Fig. 3.14b).

Sea-ice biomarker abundance at a high resolution 
Nordic Seas core supports that the stratification collapse is 
preceded by several centuries of decrease in sea-ice cover 
(Sadatzki et al.  2019). The D–O abrupt warming appears 
to be primed by a reduction in the ratio of cold fresh 
meltwater input to warm saline Atlantic Current advection 
that would increase the instability of the reverse vertical 
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Fig. 3.14 Subsurface tem-
perature abrupt changes 
in the Norwegian Sea
a) NGRIP !18O proxy for 
Greenland temperature on 
the GICC05 timescale (after 
Seierstad et al. 2014), for 
the period 41 to 31 ka. 
Greenland interstadials (GI, 
shaded) corresponding to 
D–O events and Greenland 
stadial 9 (GS-9) correspond-
ing to Heinrich event 4, are 
indicated. b) Benthic core 
MD992284 Norwegian Sea 
sub-surface temperature 
reconstruction below the 
halocline based on plank-
tonic foraminifera assem-
blages. After Dokken et al. 
(2013).

Fig. 3.15 North Atlantic–Nordic Seas vertical reorganization 
model
Schematic representation showing conditions in the North Atlan-
tic and Nordic Seas during typical (top) cold stadial periods and 
(bottom) warm interstadial periods of the D–O cycle. During 
stadial periods warm northward Atlantic water is stratified below 
insulating layers of sea-ice, cold fresh water and cold saltier 
water (top). Despite atmosphere and surface cold temperature, 
foraminifera reflect subsurface warming, as indicated by the 
presence of the warm-loving dextral (right-coiling) Neoglobo-
quadrina pachyderma (Np(d)). At interstadial periods the strati-
fication collapses and the warm Atlantic water reaches the sur-
face after melting the ice, warming the atmosphere. Foraminifera 
reflect an abrupt subsurface cooling as the assemblage becomes 
dominated by the cold-loving sinistral (left-coiling) N. pachy-
derma (Np(s)). Abrupt subsurface cooling in the Nordic Seas 
coincides with atmospheric warming in Greenland. After Ras-
mussen & Thomsen (2004), and Dokken et al. (2013).



stratification,  manifested as a reduction in the sea-ice re-
quired for its maintenance. The growing instability of the 
marine stratification towards the end of the stadial is mani-
fested by growing temperature fluctuations that act as 
early warning signals (Rypdal 2016). Only in this unstable 
state reached towards the end of the GS would the North 
Atlantic–Nordic Seas system respond to the next trigger-
ing of the D–O pacemaker. Interestingly,  Sadatzki et al. 
(2019) detect an abrupt increase in Nordic Seas sea-ice at 
1–4 centuries into the GI that coincides with the time 
when the D–O events end their common slow cooling 
phase and enter their highly variable terminal cooling 
phase (Fig. 3.4). This sea-ice spike suggests both cooling 
phases are driven by heat of different origin, the first one 
probably from decreasing accumulated subsurface heat 
that once depleted causes the sea-ice spike, and the second 
one from heat provided by AMOC that is dependent on the 
magnitude of the prior Antarctic warming.

Much less attention has been dedicated to the study of 
the GI/GS transitions, with the notable exception of the 
BA/YD transition at c. 12,900 BP. Unlike the very homo-
geneous GS/GI transitions (Fig. 3.4), GI/GS transitions are 
highly heterogeneous. Some of the transitions are very 
abrupt (GI/GS 4, 6, 7), spanning only a few decades, while 
some are very gradual, extending over several centuries 
(GI/GS 8, 10, 11, 12). The BA/YD transition is intermedi-
ate lasting around a century (Rasmussen et al. 2014). This 
heterogeneity added to the intrinsic instability of GIs, that 
require a continuous supply of exogenous heat to be main-
tained during a glacial period, question the need for an 
event to explain the GI/GS transitions versus a deteriora-
tion of the conditions that make a GI possible until a tip-
ping point is reached. HEs, that are characterized by a 
much bigger Antarctic warming, are followed by longer 
GIs, indicating that increased heat supply to the North At-
lantic by the bipolar see-saw stabilizes GIs. This is surpris-
ing because the leading hypothesis for GI/GS transitions is 
that an increase in meltwater input to the Arctic/North At-
lantic reduces deep-water formation leading to a slowing 
of the AMOC and a reduction in the heat supply, yet 
meltwater production is the result of GI conditions. Stadi-
als are destabilized by insufficient fresh meltwater produc-
tion and stabilized by very cold conditions (AMOC 
strongly reduced during HEs), while interstadials are de-
stabilized by increased meltwater production and stabi-

lized by warm conditions (enhanced AMOC after HEs). 
The balance between meltwater production and AMOC 
strength appears to determine the stability of stadials and 
interstadials producing the conditions for an abrupt GS/GI 
transition and for a GI/GS transition that can be gradual or 
abrupt if a catastrophic flood event at the right time and 
place precipitates the transition. Under this paradigm 
freshwater-sensitive sea-ice dynamics capable of strong 
feedback responses provide the climate forcing that drives 
the transitions (Petersen et al. 2013).

3.9 Tidal cycles as an explanation for 
Dansgaard–Oeschger triggering 
mechanism
D–O events are paced at 1 to 3 kyr intervals at the period 
when they show a highest frequency (44–32 ka, Fig. 3.9). 
Proposed explanations for their triggering fall into two 
classes: internal variability due to oscillations in ocean 
circulation or ice-shelf dynamics, and external forcings, 
like variations in the Sun. But each explanation has short-
comings. Internal variability hypotheses have a problem 
explaining how the precise double periodicity observed 
(3.0 and 4.8 kyr; Fig. 3.9) can be achieved given the great 
intrinsic variability of the involved phenomena and given 
the variability in the duration of GIs and GSs. Solar cycles 
of the required periodicities are unknown. More promising 
as a pacing candidate is the c. 1800-yr lunar cycle. As 
shown above (Figs. 3.8 & 3.9), 1.8 kyr is the common 
relationship between the observed triple repetitions of 4.8 
and 3.0 periodicities, the difference between 4.8 and 3.0, 
the difference between 3.0 and 1.2, and half the twice ob-
served 3.6 spacing,  besides appearing also twice as a spac-
ing between D–O events.

There are very few scientists defending a tidal origin 
to the pacing of D–O cycles, and curiously, Charles Keel-
ing, the father of global CO2 measurements since 1956 at 
Mauna Loa, dedicated his later years to find a tidal origin 
to temperature changes (Keeling & Whorf 1997; 2000). 
Yet as outlandish as the tidal hypothesis sounds initially,  it 
is uniquely capable of explaining some mechanistic fea-
tures of the D–O cycle supported by evidence. As with any 
suspect, we have to analyze if it has the means and the 
opportunity. Are tides capable of producing the required 
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Fig. 3.16 Timing of lunisolar 
tidal forcing from AD 1600
Each event, shown by a vertical 
line, gives a measure of the forcing 
in terms of the angular velocity of 
the moon, in arc degrees per day, 
at the time of the event. Arcs con-
nect events of each prominent 
18.03-year tidal sequence. Also 
plotted are times of cool episodes 
seen in climate data. Centennial 
maxima are labeled with letters. 
Climatic events (boxes) of the 
dominant tidal sequences (letters) 
are at about 90-year intervals. 
After Keeling & Whorf (1997).



effect?  Regular tides already have a strong effect on ocean 
water vertical mixing. The vertical mixing effect of tides is 
calculated annually at 4 terawatts, versus 2 terawatts for 
the wind (Keeling & Whorf 1997).  Since ocean waters are 
temperature stratified, vertical mixing is one of the main 
factors in ocean temperature changes. Moreover, tides also 
take place below sea-ice, where they are the only factor 
affecting vertical mixing.

Tides also increase their power in a non-linear way 
according to cycles,  the main one being the 18.6 years 
nodal cycle. Since the orbit of the Moon has an inclination 
of c. 5° with respect to the orbit of the Earth, the nodes are 
the points at which the Moon crosses the ecliptic plane, 
and the line that joins both nodes produces a full rotation 
every 18.6 years. This produces alignment cycles with 
different periodicities, that occur when the Earth is at peri-
gee, and the Moon is at apogee or perigee at the time of 
being at one of the nodes where the Moon orbit crosses the 
ecliptic, and with Earth the Moon and the Sun being in 
syzygy. Even more important that these alignment cycles, 
tidal strength varies with harmonic beats of tidal frequen-
cies at longer cycles.  This cycles act on a centennial scale 
and unlike the alignment cycles produce very high tides 
over a period of months or years. They have been associ-
ated with cool periods of historic times (Keeling & Whorf 
1997; Fig. 3.16).

The strongest dominant tidal sequence of the last 200 
years took place on January,  8th, 1974 (Fig. 3.16). There-
fore we can check if anything unusual happened with tides 
around that date. According to historical records unusually 
high tides affected the western coasts of US and Europe on 
January 1974. In Western Europe the tides coupled with 
storms caused severe flooding in Ireland, where the sever-
ity of the damage on the 11–12th January flooding was 
higher than a previous hurricane “Debbie”, causing the 
worst disaster in history for the Electricity Supply Board 

of Ireland (Keane & Sheahan 1974). In the US, Fergus 
Wood, a researcher for the National Oceanic and Atmos-
pheric Administration, gave a public warning on Decem-
ber 26, 1973, on the upcoming very close perigee–syzygy 
alignment of January 8, 1974, and coastal damage was 
prevented by sandbagging, backfilling, and other precau-
tionary measures. The Los Angeles Times reported on 
Wed. Jan. 9, 1974 (CC Ed. Part I, Page 1, Cols. 2, 3) “Gi-
ant waves pound Southland coast, undermine beach 
homes.  Sandbag barriers erected to ward off tidal as-
sault.” (Wood 1978). The next alignment on February 9 
also caused a tidal flooding along the southern coast of 
England. At Fort Denison, Sidney Harbour, Australia, 
analysis of water levels since 1914 to 2009 shows that the 
largest tidal anomaly was recorded on 26 May 1974 during 
the most significant oceanic storm event on the historical 
record.  Over this timeframe some 96.8% of the measured 
anomalies fall within the bandwidth between –10 cm and 
+20 cm. The anomaly of 1974 measured 59 cm (Watson & 
Frazer 2009). Ocean tides beneath the Ross Ice Shelf in 
Antarctica were measured between December 1973 and 
February 1974 by Robinson et al. (1974), where they de-
tected tides of about 2 meters at that time underneath the 
ice shelf by gravimetry.

So it is clear that unusually strong tides take place 
with centennial periodicities capable of exerting powerful 
vertical mixing even below the sea-ice, thus providing a 
mechanism for triggering a D–O abrupt interstadial warm-
ing. Tides were already demonstrated to enhance iceberg 
calving by Otto Petterssen in 1914, but tides are also sensi-
tive to sea levels and so some researchers are showing 
through models that reproduce current tides, that with gla-
cial conditions of low sea level,  much bigger tides would 
be produced at certain areas of the world (Arbic et al. 
2004; Griffiths & Peltier 2008). These areas are located 
mainly in the North Atlantic region (Fig. 3.17), so the 
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Fig. 3.17 Ice age tidal amplitude
Tidal amplitude (m) of the principal lunar semidiurnal tide M2 at (a) present time and (b) 23 kyr BP in a hydro-dynamical model coupled 
to a gravitationally self-consistent (hence geographically variable) prediction of sea-level change. Among the areas with stronger tides are 
those producing iceberg discharges during Heinrich events, and Nordic Seas area where D–O abrupt warming originates (black circles). 
After Griffiths & Peltier (2008).



authors propose a tidal origin for HEs. As tidal waves 
propagate, these mega tides of the glacial period would 
have affected the North Atlantic–Nordic Seas area where 
D–O cycles abrupt warming took place.

We have seen that lunisolar tidal cycles have had the 
capability to have produced megatides during the glacial 
period,  strong enough to produce intense vertical water 
mixing, and thus capable of explaining the triggering of 
D–O cycles. The tidal hypothesis is very consistent with 
the known requirements for D–O cycles: cold conditions 
that favor extensive sea-ice cover, water temperature 
stratification of enough differential, sea levels low enough 
for huge tides to be produced, but not too low as the ice 
cover can be too thick and stable so the tide effect is not 
strong enough.

The tidal hypothesis appears to have the means, does 
it have the opportunity? Lunar cycles display a high intrin-
sic degree of variability that together with variable geo-
graphical conditions result in very complicated local tidal 
patterns. But tidal forcing displays two main long perio-
dicities simultaneously. One is the c. 1800-yr cycle result-
ing from mismatches between syzygy and nodal periodici-
ties, modulated by c. 4.7 kyr mismatches between syzygy 
and perihelion periodicities. The other is the c. 366-yr pe-
riodicity resulting from the closeness between lunar nodal 
and precessional periodicities, modulated by the 1800-yr 
cycle that could result in c. 1.5 and 3.0-kyr periodicities. 
This periodicity was already proposed by Berger et al. 
(2002) to be responsible for the D–O cycle. They sug-
gested that seasonal constrains could explain why the 366-
yr harmonic beat manifests as a c. 1500-yr periodicity in 
D–O events.

Further evidence that lunisolar tidal cycles are respon-
sible for triggering the abrupt D–O GS/GI transitions 
comes from the growing instability towards the end of 
stadials manifested in the temperature fluctuations de-
tected as early warning signs of an approaching abrupt 
transition (Rypdal 2016). The standard deviation of these 
temperature fluctuations, an indication of their intensity, 
waxes and wanes over time presenting the basic 366 and 
1800-yr periods that constitute the basis of the 3.0 and 
4.8-kyr periodicities displayed by D–O events (Fig. 3.18). 

As should be expected if the lunisolar tidal hypothesis is 
correct, the times at which tides are stronger following the 
366 and 1800-yr lunar cycles should provide time points 
when the stadial becomes significantly more unstable, 
manifested in larger temperature fluctuations and eventu-
ally an abrupt GS/GI transition.

A lunisolar tidal cycle of millennial scale is therefore 
a promising hypothesis, despite lack of clear evidence, for 
the pacing of the D–O cycles abrupt warming. During the 
Holocene the D–O cycle disappears, as it is based on low 
enough sea levels, extensive sea-ice and inverse 
temperature-stratified waters, with the possible participa-
tion of enhanced glacial tides. However tidal cycles con-
tinue exerting a climate effect during the Holocene,  and a 
c. 1500-yr oceanic and atmospheric signal resonates over 
the Late Holocene (Neoglacial) climate. The 1500-yr cli-
mate periodicity during the Holocene is reviewed in chap-
ter 7.  The general features of this signal also agree well 
with what could be expected from a lunisolar tidal cycle 
during a warm interglacial: increased storminess and de-
creased sea-surface temperature.

3.10 Conclusions
3a. Between 85 and 12 thousand years ago Greenland 

proxy temperature records display 20 abrupt and in-
tense climatic events known as Dansgaard–Oeschger 
events that constitute a pseudocycle irregularly paced 
according to a double 3.0 and 4.8-kyr periodicity.

3b.  Each D–O oscillation is preceded by North Atlantic 
cooling and iceberg discharges that when intense and 
prolonged constitute a Heinrich event.

3c. D–O oscillations present an asymmetric change in 
temperature with warming of 8–10 °C in a few dec-
ades followed by a cooling in stages from a few centu-
ries to a few millennia.

3d.  Prior to the Greenland abrupt warming, temperature 
increases in Antarctica until about 220 years after the 
start of the Greenland warming.
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Fig. 3.18 Fluctuations in the 
temperature signal during stadi-
als display lunisolar frequencies
The NGRIP !18O time series from 
18 stadials filtered by subtracting a 
100-year moving average had their 
standard deviation computed in 
running 100-yr windows. These 
standard deviations from the en-
semble are averaged at time points 
preceding the onset of an intersta-
dial period producing an estimate 
of the fluctuation level in the !18O 
signal as a function of time. The 
dotted line is a linear fit showing 
an increase in thermal fluctuations 
as the stadial approaches its end-
ing. Interestingly these early warn-
ing signs of the Greenland stadial 
termination fluctuate at the 366-yr 
and 1800-yr lunisolar periodicities. 
After Rypdal (2016).



3e. The abrupt Northern Hemisphere warming increases 
global methane levels from boreal wetlands due to 
increased temperature and precipitation.

3f. CO2 has no role during D–O cycles, and its levels are 
neither cause nor consequence of the most frequent 
most abrupt climate changes of the past. The increase 
in CO2 levels during Heinrich events does not signifi-
cantly alter the rate or magnitude of the warming dur-
ing the subsequent D–O oscillation.

3g. D–O cycles require sea levels between 35 and 100 m 
below present, and appear to be inhibited by maximal 
obliquity.

3h.  The leading “salt oscillator hypothesis,” has no expla-
nation for D–O spacing and relies on unproven melt-
water pulses and a contrary to evidence shut down of 
the Atlantic Meridional Overturning Circulation.

3i. Challenger D–O hypothesis proposes the stratification 
of warm subsurface waters below the halocline and 
the sea-ice in the North Atlantic and Norwegian Sea, 
with the abrupt warming taking place due to the col-
lapse of this stratification.

3j. Lunisolar tidal periodicities based on the 1800-yr lunar 
cycle provide a promising hypothesis for D–O oscilla-
tions pacing and triggering mechanism.
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4
HOLOCENE CLIMATIC VARIABILITY

“Extended into the future, the Holocene pattern of climatic change implies that the Little Ice Age, if it is not already 
over, will be succeeded by a climate regime similar to that of the Roman Empire and Middle Ages. This suggests that 

predictions of an inminent new ice age may be premature.”
George H. Denton and Wibjörn Karlén (1973)

4.1 Introduction
Botanists studying peat stratigraphy in the late 19th and 
early 20th century were among the first to notice abrupt 
climate changes reflected in peat layers. These sudden 
transitions were later confirmed by changes in sediment 
pollen composition.  Scandinavian palynologists estab-
lished the Blytt–Sernander sequence that divided the 
Scandinavian Holocene into five periods. They used the 
terms Boreal for drier, and Atlantic for wetter (Fig. 4.1).

The Blytt–Sernander sequence fell out of fashion in 
the 1970s when new techniques allowed a more quantita-
tive reconstruction of past climates. However,  it captures 
the essence of Holocene climate as four periods of roughly 
2500 years each. Every period shows a characteristic vege-
tation pattern in Scandinavia, indicative of relatively stable 
climatic conditions, separated from other periods by rapid 
vegetation changes suggestive of abrupt climatic changes. 
The dates and conditions generally accepted (Ammann & 
Fyfe 2014) are:

• Pre-Boreal, 11,500–10,500 yr BP. Cool and sub-
arctic

• Boreal, 10,500–7,800 yr BP. Warm and dry

• Atlantic, 7,800–5,700 yr BP. Warmest and wet
• Sub-Boreal, 5,700–2,600 yr BP. Warm and dry
• Sub-Atlantic, 2,600–0 yr BP. Cool and wet

The transition from Sub-Boreal to Sub-Atlantic took 
place in Scandinavia at the end of the Bronze Age. Rutger 
Sernander proposed that this climatic change was abrupt, 
even a catastrophe that he identified with the Fimbulwin-
ter, or great winter of the Sagas. At the time other scien-
tists believed in a more gradual climatic change,  but recent 
studies on the 2.8 kyr abrupt climatic event (ACE; Ko-
bashi et al. 2013) agree with Sernander.

Another classification divides the Holocene climati-
cally into two periods: the Holocene Climatic Optimum 
(HCO, also known as Hypsithermal,  Altithermal or Holo-
cene Thermal Maximum), between 9,000 and 5,500 yr BP 
(although some authors only consider it from 7,500 yr BP 
after the 8.2 kyr ACE),  and the Neoglacial period, between 
5,000 and 100 yr BP,  separated by the Mid-Holocene 
Transition (MHT) that roughly coincides with the start of 
the Bronze Age. They would be preceded by a warming 
phase at the early Holocene (Anathermal).

The most popular subdivision of the Holocene is in 
three periods. The Early Holocene, up to the 8.2 kyr ACE, 

This pdf version of the book is free. Purchase of the inexpensive eBook is kindly requested.

Fig. 4.1 Pollen diagram 
at Roskilde Fjord
An example of the 
Blytt–Sernander climatic 
zones established with 
the traditional pollen 
indicators, with the dis-
tinct elm-fall at the 
Atlantic/Sub-Boreal 
transition, and the rise of 
beech at the Sub-Boreal/
Sub-Atlantic transition. 
Period dates might 
change at different loca-
tions. After Schrøder et 
al. (2004).



the Middle Holocene, between the 8.2 and the 4.2 kyr 
ACEs, and the Late Holocene since the 4.2 kyr ACE. In 
2018 the International Union of Geological Sciences rati-
fied the stratigraphic division of the Holocene into three 
stages or ages: Greenlandian between 11,700–8,326 B2K 
(before 2000), Northgrippian between 8,326–4,250 B2K, 
and Meghalayan from 4,250 B2K to the present. Although 
this popular subdivision has been made official, in the 
author’s opinion it fails to properly capture the Holocene 
climatic trends, as the 4.2 kyr ACE is climatically irrele-
vant for the Holocene climate evolution. A millennium 
earlier the 5.2 kyr ACE that took place during the MHT 
fundamentally altered the climate of the Holocene, initiat-
ing the Neoglacial cooling.

4.2 Holocene general climate trend
Broadly speaking the Holocene had an abrupt start at 
11,700 yr BP, after the Younger Dryas cold relapse, and 
reached maximal temperatures in about 2,000 years. Since 
about 9,500 yr BP, a time that coincides with maximal 
obliquity of the Earth axis, the climate of the Holocene 
stopped warming and a few thousand years later started a 
progressive cooling.

By far the main factor driving Holocene climatic 
change are the insolation changes due to the orbital varia-
tions of the Earth (Fig. 4.2).  These changes are of two 
types that produce two different effects not always prop-
erly differentiated by Holocene climate researchers. 
Changes due to precession (modulated by eccentricity) 
have the effect of redistributing insolation between the 
different seasons of the year by latitude. The c.  23-kyr 
precession cycle determines axial orientation as the Earth 
orbits the Sun, and thus the amount of insolation received 
by each hemisphere at any point of the orbit. Insolation 
changes due to precession are represented in Fig.  4.2 with 

three month insolation curves for a North and South lati-
tude, relative to present values. These changes increase or 
decrease seasonality or the difference between summer 
and winter.  So, Northern Hemisphere seasonality was 
minimal at the Last Glacial Maximum, and maximal at the 
start of the Holocene, 10,500 yr BP, and will become 
minimal again in a thousand years.

Precession changes do not alter the annual amount of 
insolation at any latitude,  since whatever insolation they 
take from one month at a particular location, they give 
back in another month within the same year. Precession 
changes are also asymmetrical,  as their effect is opposite 
in each hemisphere, so the Northern Hemisphere summer 
(June–August,  N–JJA thick red line in Fig. 4.2) has be-
come progressively cooler during most of the Holocene, 
while the Southern Hemisphere summer (December–Feb-
ruary, S–DJF thick blue line in Fig. 4.2) has become pro-
gressively warmer during most of the Holocene. Preces-
sion changes are responsible for sea surface temperature 
(SST) patterns,  and thus oceanic currents. North–South 
differences set the position of the ITCZ (Intertropical 
Convergence Zone or the climatic equator). Therefore they 
are responsible for the African Humid Period, monsoon 
patterns and the important MHT, that changed the climate 
mode of the Holocene globally.

Changes due to obliquity have the effect of redistrib-
uting insolation between different latitudes following an 
obliquity cycle of c. 41 kyr. When obliquity was maximal 
9.5 kyr BP, both poles received more insolation due to 
obliquity, while the tropics received less. Obliquity also 
affects seasonality; at maximal axial tilt, there is an in-
creased difference between summer and winter at high 
latitudes. But unlike precession changes,  obliquity alters 
the amount of annual insolation at different latitudes in a 
41-kyr cycle. This is represented by the background color 
of figure 4.2, that shows how the polar regions received 
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Fig. 4.2 Insolation changes due to orbital variations of the Earth
Black temperature-proxy curve represents !18O isotope changes from NGRIP Greenland ice core (without scale). The insolation curves 
are presented as the insolation anomaly for summer, winter, spring, and fall. N (red) or S (blue) are the northern or Southern Hemisphere 
and the three letters are the month initials. Northern and southern summer insolation represented with thick curves. Background color 
represents changes in annual insolation by latitude and time due to changes in the Earth's axial tilt (obliquity), shown in a colored scale. 
This figure essentially shows how global temperature changes respond mainly to persistent changes in insolation caused by changes in 
obliquity that are symmetrical for both poles. Changes in seasonal insolation caused by the precession cycle (modified by eccentricity) are 
asymmetric and less important for the global response, although they cause profound changes in regional climatic differences. The Holo-
cene Climatic Optimum corresponds to high insolation surplus in polar latitudes (red area), while Neoglacial conditions represent the first  
5,000 years of a 10,000 year drop into a high glacial insolation deficit in polar latitudes (blue area). Insolation curves after Polissar et al. 
(2013). NGRIP !18O isotope curve after NGRIP members (2004).



increasing insolation from 30 to 9.5 kyr BP, coinciding 
with the period of warming. Since then,  and for the next 
11.5 kyr, the poles will be receiving decreasing insolation. 
Unlike precessional insolation changes, obliquity changes 
are symmetrical. Although the annual insolation change is 
not very large, it accumulates over tens of thousands of 
years and the total change is staggering, creating a huge 
insolation deficit or surplus. This changes the latitudinal 
(equator-to-pole) temperature gradient, and is largely re-
sponsible for entering and exiting glacial periods (Tze-
dakis et al. 2017) and for the general evolution of global 
temperatures and climate during the Holocene. Obliquity 
changes contribute to the lack of warming of Antarctica 
during the Holocene, despite increasing Southern Hemi-
sphere summer insolation. Ultimately obliquity changes 
will be responsible for the glacial inception that will put an 
end to the Holocene interglacial in the distant future (see 
Chap. 14).

In the Holocene, the precession cycle and the obliq-
uity cycle are almost aligned so that maximal obliquity 
and maximal northern summer insolation were almost 
coincident at the beginning of the interglacial about 10 kyr 
ago. See in figure 4.2 how the thick red curve representing 
northern summer insolation reaches maximal values 
10 kyr BP, almost coinciding with the center of the back-
ground polar red color, representing highest warming from 
maximal obliquity about 9.5 kyr BP. However this has an 
interesting consequence. 19,000 years ago obliquity was 
the same as it is now (only increasing), and the precession 
cycle was at the same position as it is now (same 65 °N 
summer insolation; Fig. 4.2). The Earth was receiving the 
same energy from the Sun, and the orbital configuration 
was distributing it over the planet in the same way during 
the Last Glacial Maximum as today. Why is the climate so 

different for the same energy input? One possible answer 
is the huge thermal inertia of the planet due mainly to its 
water content. 21 kyr ago the increasing obliquity had 
been adding energy to the poles for 10,000 years, reducing 
the latitudinal insolation gradient,  and adding energy to the 
summers (Huybers 2006; Tzedakis et al. 2017), and was 
on its way to overcome the huge cold inertia with the help 
of precession changes that were about to take place. In the 
present, decreasing obliquity has been taking energy from 
the poles for 10,000 years, increasing the latitudinal inso-
lation gradient that favors energy loss and increased polar 
precipitation,  and reducing energy during summers. These 
changes will also overcome the huge warm inertia even 
against precession changes, but will do so progressively 
over many thousands of years. A comparison between 
temperature and obliquity over the past 800 kyr shows that 
while variable,  the thermal inertia of the planet delays the 
temperature response to obliquity changes by an average 
of 6,500 years (see Fig. 2.11).

On a multi-millennial scale, global average tempera-
ture follows mainly the 41-kyr obliquity cycle with a lag 
of several thousand years. Holocene temperatures are no 
exception, and a few thousand years after the peak in 
obliquity (9,500 years ago), temperature started to decline. 
This general pattern of Holocene temperature was already 
known by the late 1950s from a variety of proxy records 
from different disciplines (Lamb 1977; Fig.  4.3a). Green-
land ice cores confirmed this pattern, when corrected for 
uplift (Vinther et al.  2009), and greatly improved the dat-
ing of temperature changes (Fig. 4.3b).

Proxies do not record temperatures but physical, 
chemical, or biological processes that are affected by tem-
perature. They suffer from known but difficult to estimate 
uncertainties, like dating uncertainties, uncertainties about 
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Fig. 4.3 Holocene tempera-
ture profile
a) Summer (July–August) Cen-
tral England temperature recon-
struction from multiple proxies 
and sources by HH Lamb. 
Crosses represent dating and 
temperature uncertainty. Black 
dots are centennial averages. 
White dot is 1900–1965 aver-
age. After Lamb (1977). b) 
Greenland temperature recon-
struction based on an average 
of uplift corrected !18O isotopic 
data from Agassiz and Renland 
ice cores. This average has 
been corrected for changes in 
the !18O of seawater and cali-
brated to borehole temperature 
records. Some historical peri-
ods are indicated. After Vinther 
et al. (2009).



uncontrolled environmental effects (e.g. precipitation),  
uncertainties about non-linear responses to temperature 
changes, or seasonal response uncertainties. They are also 
likely affected by unknown inhomogeneous factors. Mix-
ing land and ocean proxies adds another source of uncer-
tainty, as the result is very dependent on the proxies in-
cluded. Global reconstructions add the uncertainty from 
estimating the temperature of the entire planet from just a 
few hundred of low-precision uncalibrated temperature-
affected factors (not thermometers) that provide a data 
point once a decade at best. Although little confidence can 
be placed on the result of global proxy reconstructions, 
that are very dependent on researchers choices, they are 
useful to study Holocene climate evolution. One Holocene 
temperature reconstruction available (Marcott et al. 2013; 
Fig. 4.4a) presents several problems regarding proxy re-
dating, lack of sufficient proxies in the last centuries pro-
ducing an artifactual deviation, and heavy smoothing. To 
correct some of the problems it presents, that reconstruc-
tion has been repeated here the with the same set of prox-
ies, each averaged to their own anomaly, without any 
smoothing, and with the original published dates for the 
proxies (Fig.  4.4b). The temperature changes have been 
expressed as Z-score (distance to the mean), to avoid mak-
ing inferences about temperatures of the past that we can-
not possibly know. Nevertheless,  there is a vast literature 
and consilience of evidence from different fields that indi-
cates that the HCO was on average between 1 and 2 °C 
warmer than the Little Ice Age (LIA).  The resulting tem-
perature curve is extraordinarily similar to Hubert Lamb 
regional reconstruction from the 1970s (Fig. 4.3a), with 
significant temperature drops at 5.5, 3, and 0.5 kyr BP.

4.3 The controversial role of 
greenhouse gases during the Holocene
What role, if any, have greenhouse gases (GHG) played in 
Holocene climate change? Available data indicates that 
despite significant changes in GHG concentration in the 
atmosphere during the period of 10,000 to 600 yr BP, their 
contribution to temperature changes cannot have been 
important. According to Monnin et al. (2004), CO2 con-
centrations measured in Antarctic ice cores decreased from 
267 to 258 ppm between 10,000 and 6,800 yr BP, and af-
terwards increased more or less linearly to 283 ppm by 
600 yr BP, just prior to the LIA (Fig. 4.5c). This increase 
of 25 ppm represents about 10% of a doubling. Consider-
ing the period from the Last Glacial Maximum (20 kyr 
BP) to the HCO, atmospheric CO2 increased by 70 ppm or 
36% of a doubling. We can see that the CO2 increase be-
tween 6.8 and 0.6 kyr BP constitutes almost one third of 
the CO2 increase from the coldest point of the last glacial 
period to the warmest point of the present interglacial.  
Almost a third of the glacial-interglacial span cannot be 
considered insignificant for the increase in CO2 that took 
place between 6.8 and 0.6 kyr BP.  If CO2 is as potent 
warming agent as purported in some hypotheses and mod-
els, one should expect some warming coming out of this 
CO2 increase, especially because from 5,000 yr BP it was 
accompanied by an increase in atmospheric CH4 concen-
trations (Kobashi et al. 2007; Fig. 4.5d). But instead of an 
increase in temperatures, what we find is a progressive 
decrease from the HCO to the LIA driven by changes in 
insolation.

Climate models adjusted to explain present global 
warming do not reproduce the Holocene climate. The 
mean temperature of an ensemble of three models 
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Fig. 4.4 Holocene global temperature reconstruction
a) Red curve (left scale), global average temperature reconstruction from Marcott et al. (2013). The averaging method does not correct for 
proxy drop out which produces an artificially enhanced terminal spike, while the Monte Carlo smoothing eliminates most variability in-
formation. b) Black curve (left scale), global average temperature reconstruction after Marcott et al. (2013), using proxy published dates, 
and differencing average. Temperature anomaly is expressed as Z-score, or distance to the mean in standard deviation units. c) Purple 
thick curve (right scale), Earth’s axis obliquity is shown to display a similar trend to Holocene temperature.



(CCSM3, FAMOUS, and LOVECLIM; Liu et al.  2014; 
Fig. 4.5e) shows a constant increase in temperature during 
the entire Holocene, driven by the increase in GHG. This 
disagreement between models and data-derived recon-
structions of Holocene climate has been termed by the 
authors the Holocene temperature conundrum (Liu et al. 
2014).

Climate modelers should take the opportunity to ad-
just their models to Holocene conditions. It is clear that the 
main driver of Holocene climate has been changes in inso-
lation due to orbital variation. Changes in GHG concentra-
tions appear to have had only a minor effect.

4.4 The Holocene Climatic Optimum
The issue of Holocene temperature has become controver-
sial. While the Holocene Altithermal or Climatic Optimum 
(c. 9800–5700 BP) is well characterized in the Northern 
Hemisphere as 1–5 °C warmer than the bottom of the LIA 
depending on latitude, much less information exists re-
garding the tropical and Southern areas. Marcott et al. 
(2013), take the view that, globally, the HCO was 0.7 °C 
warmer than the bottom of the LIA. Such low temperature 
variability for the Holocene rests on tropical warming of 
0.4 °C during the HCO, and Southern area HCO cooling 
of 0.4 °C.

At the core of the issue is the question if current tem-
perature is outside the registered bounds for Holocene 

temperatures. The cryosphere clearly shows that glaciers 
all over the world were significantly more reduced during 
the HCO than at present (Koch et al.  2014). The biosphere 
generally agrees since the extension of species such as the 
water chestnut and the pond turtle were then north of their 
present European climatic limits and the treeline has not 
reached its HCO maximum latitude or altitude in Sweden 
(Kullman 2001), Canada (Pisaric et al. 2003), Russia 
(MacDonald et al. 2000), the Alps (Tinner et al. 1996), or 
Colombia (Thouret et al. 1996). The marine biosphere 
agrees as current levels of coccolithophores in the tropical 
oceans are lower than during the HCO (Werne et al.  2000), 
which is another indication that the oceans are not as 
warm as then.

In contrast to Marcott et al. (2013), the non-tropical 
Southern Hemisphere post-HCO Neoglacial cooling is 
well documented in the many glaciers from the Southern 
Andes and New Zealand, reviewed by Porter (2000). Their 
data demonstrates that Southern Hemisphere glaciers were 
smaller during the HCO, and that the early Neoglacial 
advance began between 5400–4900 BP. In southern Africa, 
Holmgren et al. (2003) have shown persistent Holocene 
cooling since 10,000 yr BP. In Antarctica Masson et al. 
(2000), identify an early Holocene optimum at 11,500–
9,000 BP followed by a second optimum at 7,000–5,000 
BP. Shevenell et al. (2011),  show that the Southern Ocean 
has cooled by 2–4 °C at several locations in the past 10–
12 kyr. The Holocene cooling of just 0.4 °C proposed by 
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Fig. 4.5 Temperature and greenhouse gases during the Holocene
a) Black curve, global temperature reconstruction as in Fig. 4.4b. b) Purple curve, Earth's axis obliquity cycle. c) Red curve, CO2 levels 
as measured in Epica Dome C (Antarctica) ice core, reported in Monnin et al. (2004). d) Blue curve, methane levels as measured in 
GRIP, GISP2, and NEEM (Greenland) ice cores as reported by Kobashi et al. (2007). Notice the great effect of the 8.2 kyr event on meth-
ane concentrations. e) Green curve, simulated global temperature from an ensemble of three models (CCSM3, FAMOUS, and LOVE-
CLIM) from Liu et al. (2014), show the inability of general climate models to replicate the Holocene general temperature downward 
trend. Vertical bar, 8.2 kyr BP ACE. Major Holocene climatic periods are indicated.



Marcott et al. (2013) for the southern 30–90°S region ap-
pears to be an underestimation. At southern latitudes, the 
HCO cannot be explained by precessional summer insola-
tion changes, and large-scale reorganization of latitudinal 
heat transport has instead been invoked. Decreasing obliq-
uity should also be considered a cause.

However, it is in the tropical areas where Marcott et 
al. (2013) becomes more controversial.  The fossil coral Sr/
Ca record at the Great Barrier Reef, Australia,  supports a 
mean SST c. 5350 BP 1.2 °C warmer than the mean SST 
for the early 1990s (Gagan et al.  1998). At the Indo–Pa-
cific Warm Pool, the warmest ocean region in the world, 
Stott et al. (2004) find that SST has decreased by c. 0.5 °C 
in the last 10,000 years, a finding confirmed by Rosenthal 
et al. (2013),  who show a decrease of 1.5–2 °C for inter-
mediate waters. East African lakes show temperatures 
peaking toward the end of the HCO, followed by a general 
decrease of 2–3 °C to the LIA (Berke et al.  2012). Tropical 
glaciers at Peru (Huascarán) and Tanzania (Kilimanjaro) 
display their highest !18O values (warmest) at the HCO, 
followed by a general decline afterwards (Thompson et al. 
2006). The position that the tropics have experienced 
warming since the HCO appears to be based, in large part, 
on marine alkenone proxies. However, many alkenone 
records are from upwelling areas that have high sedimen-
tation rates, but often display inverted temperature trends. 
Even worse, they generally do not agree with Mg/Ca prox-
ies. Leduc et al. (2010) attempt to resolve the discrepancy 
between these two paleo-thermometry methods and note 
that none of the seven Mg/Ca records available for the 
East Equatorial Pacific have exhibited monotonous warm-
ing during the Holocene. They attribute the discrepancy 
with the alkenone annual temperature signal, by suggest-
ing that it only captures the winter season and thus re-
sponds mainly to changes in insolation during that season. 
This explanation brings the divergent alkenone records in 
agreement with the rest of the marine and land tropical 
records that display a tropical cooling since the HCO. If 
we estimate this cooling in the 0.5–1 °C range it is clear 

that Marcott et al. (2013) are underestimating global Holo-
cene cooling and therefore HCO global temperatures.

An estimate of c.  1.2 °C global temperature decrease 
between average HCO temperatures and the bottom of the 
LIA is therefore consistent with global proxies, glaciologi-
cal changes, and biological evidence, and might even be a 
conservative estimate. Model reconstructions (Renssen et 
al. 2012; Fig. 4.6) also disagree with Marcott et al. 2013 
since they show warming in the tropical areas during the 
HCO with respect to pre-industrial temperatures. The 
modeled result cannot be reconciled with Marcott et al. 
proposal of only 0.7 °C cooling from the HCO to the bot-
tom of the LIA. As the modeled result by Renssen et al. is 
in better agreement with the abundant biological and gla-
ciological evidence mentioned above, Marcott et al. pro-
posal is difficult to defend, and is probably in error due to 
proxy bias.

4.5 The Mid-Holocene Transition and 
the end of the African Humid Period
The MHT is a period of time between 6,000 and 4,800 yr 
BP when a global climatic shift took place at a time of 
significant human cultural changes associated with the 
transition from the Neolithic to the Bronze Age. The MHT 
separates the HCO from the Neoglaciaciation, and is char-
acterized by periods of global glacier advance interrupted 
by periods of partial recovery. The principal cause of this 
global climatic shift was the redistribution of solar energy 
as the northern summer insolation decrease reached its 
maximum rate. This redistribution of solar energy, due to 
orbital forcing, produced a progressive southward shift of 
the Northern Hemisphere summer position of the ITCZ. 
This displacement was accompanied by a pronounced 
weakening of summer monsoons in Africa and Asia and 
increased dryness and desertification at around 30°N lati-
tude in South America,  Africa and Asia.  The associated 
summertime cooling of the NH, combined with changing 
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Fig. 4.6 Model characteri-
zation of the Holocene 
Climatic Optimum
Global atmosphere-ocean-
vegetation model summary 
of Holocene timing, inten-
sity and seasonal timing of 
the simulated maximum 
positive temperature devia-
tion from pre-industrial 
levels, shown as a function 
of latitude (vertical axis) 
and time (horizontal axis). 
According to the authors, 
the timing and magnitude of 
the HCO in their model 
results is generally consis-
tent with global proxy evi-
dence. The arrow at the 
right indicates the seasonal 
timing of the maximum 
temperature deviation. After 
Renssen et al. (2012).



latitudinal temperature gradients in the world oceans, 
likely led to an increase in the amplitude of the El Niño/
Southern Oscillation (ENSO). The effect of these changes 
had worldwide repercussions in temperature and precipita-
tion patterns (Fig. 4.7).

The 23-kyr precession cycle is the main force behind 
the seasonal changes in the North–South temperature gra-
dient that are so important for the climate in general and 
the precipitation regime of the c. 30°N tropical band. The 
orbital monsoon hypothesis was first proposed by 
Kutzbatch (1981) and is supported by current evidence. 
Rossignol–Strick (1985) demonstrated that the dark 
organic-rich layers in Mediterranean sediments, known as 
sapropels, represent periods of intense African monsoon 
every 23 kyr, modulated by the precession and eccentricity 
cycles. These sapropel formation periods also correspond 
to African Humid Periods, when the African monsoon 
produces enough precipitation over the Sahara to sustain a 
savanna type ecosystem. The last such period started about 
15 kyr BP, but had a dry interval during the Younger Dryas 
at 12.5 kyr BP. As the Sahara became covered in vegeta-
tion,  with large rivers and lakes, and populated by large 
mammals, it became inhabited by humans (Fig. 4.8). The 
Green Sahara entered a dryness crisis around 5.8 kyr BP 

and became a desert in just 500 years when the ecosystem 
collapsed and its human population crashed. Climate refu-
gees from the Sahara greatly increased the population in 
the Nile valley and shortly after 5500 BP Egyptian society 
began to grow and advance rapidly towards refined civili-
zation. Extensive use of copper became common during 
this time (Chalcolithic Period). The process culminated 
5100 yr BP with the unification of Egypt under the first 
pharaoh in one of the first complex civilizations.

The MHT  (6 to 4.8 kyr BP),  in addition to a global 
climatic pattern change, also underwent a significant 
change in the principal climate forcings (Fig. 4.9). This 
change is reflected in multiple proxies, like North Atlantic 
ice-rafted debris (Bond et al. 2001), ENSO-linked sedi-
mentation (Moy et al.  2002), or temperate Mediterranean 
forest pollen abundance (Fletcher et al. 2013), as a change 
in frequency at the MHT. Several authors have noticed this 
change in the principal climate forcings at the MHT. De-
bret et al. (2009) after studying 15 climate proxies from 
marine sediments (North Atlantic, West Africa and Antarc-
tic), ice-core records (South America and Antarctica), cave 
speleothems (Ireland) and lacustrine sediments (Ecuador) 
by wavelet analysis, concluded that the first part of the 
Holocene was characterized by frequencies typical of solar 
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Fig. 4.7 Climate pattern change 
at the Mid-Holocene Transition
The shift from the Holocene Cli-
mate Optimum to the Neoglacia-
tion involved a complete reorgani-
zation of the Earth's climate, 
mainly directed by the southward 
migration of the Intertropical Con-
vergence Zone (ITCZ) and the 
weakening of the African, Indian 
and Asian summer monsoons. a) 
During the Holocene Climatic 
Optimum the summer ITCZ 
reached a higher northern latitude 
producing a wetter (green horizon-
tal hatching) 30°N tropical band. 
Northern high latitudes were 
warmer (red right-slanted hatch-
ing), while southern high latitudes 
were cooler (blue left-slanted 
hatching). The North American 
West and Southern Hemisphere 
mid-latitudes were drier (brown 
vertical hatching). The Indo–Pa-
cific Warm Pool was warmer (red 
area), while the equatorial Atlantic 
and Pacific were cooler (blue ar-
eas) and under a weaker El Niño/
Southern Oscillation (ENSO) re-
gime. b) In the Neoglacial the 
southern displacement of the ITCZ 
created the 30°N arid tropical 
band, and many of the mentioned 
patterns inverted. The North Atlan-
tic Oscillation (NAO) acquired a 
more negative character. ENSO 
became progressively stronger as 
the planet cooled. After Wanner & 
Brönnimann (2012).



variability at 1000 and 2500 years,  with a shift to 1200–
1800-year oceanic-atmospheric frequencies in the last half 
of the Holocene (Fig. 4.9f). Some of the proxies go from 
displaying a c. 1000-yr solar frequency during the HCO to 
displaying a c. 1500–1800-yr oceanic-atmospheric fre-
quency during the Neoglacial (Fig. 4.9e). Even more prox-
ies start showing a c. 1500-yr frequency at the MHT they 
did not show in the early Holocene (Debret et al. 2007). 
Several causes can contribute to these changes. For most 
of the Holocene, Northern Hemisphere summer insolation 
had been decreasing and winter insolation increasing. As a 
result, the difference in insolation between summer and 
winter had decreased by about 55 W/m2 at 45°N (Fig. 
4.9a, grey area). This decrease in seasonality was more 
pronounced during the MHT, and must have had the effect 
of reducing seasonal differences and climate response to 
seasonal differences in insolation. At the MHT Earth's 
axial obliquity transitioned from high to an increasingly 
faster decrease (Fig. 4.9b). The decrease in obliquity re-
duced insolation at the poles and increased it at the tropics. 
This had the effect of increasing the latitudinal insolation 
gradient and the latitudinal temperature gradient, activat-
ing atmospheric and oceanic circulation resulting in an 
enhanced heat meridional transport, particularly during the 
winter. Another possible cause is the emergence of the 
modern oceanic circulation with the stabilization of the 
thermohaline circulation c. 5 kyr BP (Fig. 4.9c), after sea 

level stopped increasing (Fig. 4.9d), and ocean salinity 
stopped decreasing (Fig.  4.9c), with the end of the ice-
sheets melting. Finally, changes in solar periodicities 
might be responsible for some of the observed changes 
(Fig. 4.9f). The c. 2500-yr periodicity is nearly continuous 
through the Holocene, with a missing oscillation at 7.7 kyr 
BP (see Chap. 5), but the c. 1000-yr periodicity, very pro-
nounced until 5.2 kyr BP, becomes undetectable during 
most of the Neoglacial, until near the end of the Roman 
Warm Period (see Chap. 8), when it becomes noticeable 
again.

A bimodal climate pattern was also identified during 
the Holocene by Moy et al. (2002) in the Laguna Pallcaco-
cha sediment proxy for ENSO activity for the last 12 kyr 
(Fig. 4.10). They found that around 5 kyr BP ENSO vari-
ance shifted from a c. 1000-yr period in the HCO to a c. 
2500-yr period in the Neoglacial.  ENSO activity was very 
reduced during most of the HCO increasing from around 
7 kyr BP, and more prominently after 5.6 kyr BP, display-
ing many very strong peaks of activity during the Neogla-
cial period. Moy et al. also observe that periods of high 
North Atlantic iceberg activity, indicative of significant 
cooling (Bond events) are flanked by periods of high 
ENSO activity, but coincide with periods of marked de-
crease in ENSO activity (Fig. 4.10). This relation suggests 
that some link may exist between the two systems (Moy et 
al. 2002). It is proposed in chapters 10 and 11 that ENSO 
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Fig. 4.8 The African Humid Period
a) Climate-controlled occupation in the Eastern Sahara during the main phases of the Holocene. Red dots indicate major occupation ar-
eas. During the Last Glacial Maximum and the terminal Pleistocene (20,000 to 12,500 BP), the Saharan desert was void of any settlement  
outside of the Nile valley. With the abrupt arrival of monsoon rains at 12,500 BP, the desert was replaced by savannah-like environments 
and became inhabited by prehistoric settlers. After 9,000 BP, human settlements became well established all over the Eastern Sahara, 
fostering the development of cattle pastoralism. Retreating monsoonal rains caused the onset of desiccation of the Egyptian Sahara at 
6,300 BP. Prehistoric populations were forced to the Nile valley. The return of full desert conditions all over Egypt at about 5,500 BP 
coincided with the initial stages of pharaonic civilization in the Nile valley. After Kuper & Kröpelin (2006). b) Dust flux (aridity proxy, 
red curve, inverted) record from the NW African coast 658C core related to a population proxy (black curve) based in the summed prob-
ability distribution of 3287 calibrated 14C ages from 1011 archeological sites between 14,000–2,000 years BP. Dotted lines indicate the 
concurrent end of the African Humid Period and population collapse. After Manning & Timpson (2014).
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Fig. 4.9 Holocene climate shift at the Mid-Holocene Transition
Holocene climate is dominated by solar-attributed frequencies (red bars) during the Holocene Climate Optimum (HCO), and by 
atmospheric-oceanic-attributed frequencies (blue bars) during the Neoglacial. a) The difference between the summer and winter insola-
tion curves at 45°N reflects the changes in seasonality over time (grey area). Summer-winter seasonality was c. 55 W/m2 more marked in 
the early Holocene that at present, most of that due to higher summer insolation (positive values in left scale). The decrease in sum-
mer–winter seasonality was very marked during the Mid-Holocene Transition (MHT). b) Obliquity was very high and slow changing 
during the entire HCO, accelerating its decrease during the MHT. As a result high latitudes received less insolation and tropical latitudes 
more, and the latitudinal insolation gradient and latitudinal temperature gradient became steeper, leading to more active atmospheric and 
oceanic circulation and increased heat meridional transport. c) Sub-thermocline salinity reconstruction at the RAPiD 12-1K core (south of 
Iceland) shows that subsurface salinity and the strength of the Sub-Polar Gyre contribution to the Atlantic Meridional Overturning Circu-
lation were dominated by meltwater production until the 8.2 kyr ACE. After a transitional period, modern circulation characterized by 
oceanic frequency oscillations started at the MHT. After Thornalley et al. (2009). d) Sea level greatly reduced its rate of increase at c. 
6.8 kyr BP with the melting of the continental ice-sheets, and essentially stopped increasing with the end of the HCO at the MHT. After 
Lambeck et al. (2014). e) Pollen record from western Mediterranean core MD95-2043 as percentage of all temperate and Mediterranean 
forest taxa, with three-point running mean in bold. The early Holocene displays a c. 1000-yr periodicity (red sinusoid), while the late 
Holocene displays a c. 1800-yr periodicity (blue sinusoid). After Fletcher et al. (2013). f) Changes in frequency patterns displayed by 
multiple proxies during the Holocene. Solar patterns in red, atmospheric-oceanic patterns in blue, ENSO pattern in aquamarine. The c. 
1000 and 2500-yr solar frequencies are not continuous over the Holocene and display gaps at times when the frequency becomes incon-
spicuous. For an analysis of those gaps see Fig. 8.1. The c. 1200-yr periodicity is found in Antarctic (Crosta et al. 2007) and Greenland 
(Humlum et al. 2011) Neoglacial records, but not during the HCO. The c. 1500-yr periodicity is very common in multiple atmospheric-
oceanic proxies (see Chap. 7). The c. 1800-yr periodicity is found in an Irish speleothem record (McDermott et al. 2001) and in central 
(Di Rita et al. 2018) and western (Fletcher et al. 2013) Mediterranean forest records. After Debret et al. (2009) and Simonneau et al. 
(2014).



is linked to the meridional transport of energy, that in-
creases in intensity during cooling periods and decreases 
during warm periods.

From a thermodynamic point of view high ENSO 
activity transfers great amounts of heat from the Pacific 
Ocean sub-surface to the atmosphere, and afterwards a 
great part of that heat is transported poleward and radiated 
to space. This constitutes a cooling event from a whole 
Earth climate system perspective, even if it appears as 
warming from a lower atmosphere perspective. It is pro-
posed that high ENSO activity is made possible by a high 
latitudinal (equator-to-pole) temperature gradient (LTG). 
Under this paradigm, ENSO is the mark of a cooling 
planet. During the HCO the LTG was kept low by high 
polar insolation due to high obliquity and ENSO activity 
was very low. After 7 kyr BP the decrease in polar insola-
tion and the increase in tropical insolation favored a pro-
gressive increase in the gradient and in ENSO activity. At 
periods of planetary cooling immediately preceding a 
Bond event, the LTG would become steeper, increasing 
ENSO frequency.  But most Bond events are characterized 

by very low solar activity (Sect. 4.8, below). As ENSO is 
under solar control (see Sect. 10.4), long periods of very 
low solar activity might inhibit ENSO activity, so the peri-
ods of highest iceberg activity in the North Atlantic coin-
cide with periods of reduced ENSO activity. Modern 
Global Warming displays a reduced ENSO activity due to 
a decrease in the Northern Hemisphere LTG partly due to 
enhanced Arctic warming.

As we have seen, the MHT was a period of time char-
acterized by profound climatic changes that were the 
product not only of orbital changes that altered global cli-
matic patterns (Fig. 4.7), but also by a coincident shift in 
the predominant frequencies of multiple climate forcings 
(Fig. 4.9), and the emergence of ENSO as a major source 
of climate variability (Fig. 4.10). At the time the climate of 
the Holocene was experiencing its biggest transformation 
and the North Atlantic displayed its most sustained in-
crease in iceberg activity, according to ice-rafted debris 
proxies (Bond et al. 2001; Fig. 4.11). After the 6.8 and 
6.3-kyr ACEs, iceberg activity did not return to lower val-
ues, and continued increasing for almost two millennia 
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Fig. 4.10 El Niño/Southern Oscillation (ENSO) Holocene activity
Lower red curve, ENSO activity (number of events per century) displays a bimodal distribution, with low ENSO activity during the HCO 
and high ENSO activity during the Neoglaciation. Upper curve, cold Bond events, marked by increases in ice-rafted debris (inverted), 
tend to display higher activity preceding and following periods of high ENSO activity, and coincide with periods of low ENSO activity. 
The effect is as if Bond events would have left an impression in the ENSO frequency curve. After Bond et al. (2001) and Moy et al. 
(2002).

Fig. 4.11 Climate commitment 
at the Mid-Holocene Transi-
tion
After the 6.3-kyr ACE, iceberg 
proxy records in the North At-
lantic indicate a lack of recov-
ery from elevated levels (ice-
rafted petrological tracers; black 
curve, right scale). The increase 
in iceberg activity, suggestive of 
cooling, continued until the 
5.2-kyr ACE. It was accompa-
nied by a decrease in Holocene 
methane levels (GRIP ice core 
parts per billion; red curve, left 
scale).The recovery from the 
5.2-kyr ACE resulted in a dif-
ferent Holocene climate. After 
Bond et al. (2001) and Blunier 
et al. (1995).



through the 5.5-kyr ACE, until the 5.2-kyr ACE. It was 
only after this important event (see below),  that iceberg 
activity decreased to basal levels, according to proxies 
(Fig. 4.11). This pattern is reproduced by methane levels 
measured at GRIP ice-core (Blunier et al. 1995; Fig. 4.11), 
that show a corresponding atmospheric methane decrease 
at each ACE. After the 5.2-kyr ACE methane levels not 
only partly recovered,  but methane changed its long-term 
trend in response to the MHT climatic change. In the 
GRIP record, methane reached its lowest Holocene con-
centration at 5160 BP and from then on it started to in-
crease. According to Singarayer et al. (2011), and in 
agreement with the discussed profound climate changes of 
the MHT, the increase in methane was caused by the de-
scribed orbital changes that resulted in enhanced precipita-
tion over southern tropical areas.

The MHT was the most important climatic change of 
the Holocene, and it reached its culmination at the 5.2-kyr 
ACE. The International Subcommission on Quaternary 
Stratigraphy decided in 2018 to propose a subdivision of 
the Holocene according to climatic criteria. It produces 
stupor that they ignored the MHT and chose instead the 
4.2-kyr ACE (see Sect. 7.6).  The 4.2-kyr ACE is a regional 
event that mainly affected the area surrounding the Indian 
Ocean,  with a noticeable effect at the Northern Hemi-
sphere subtropical band, and practically without effect 
elsewhere. The 4.2-kyr ACE left no global climatic conse-
quences. It didn't change the climate of the planet in any 
discernible way. The choice of such unimportant climatic 
event leads to the suspicion that the subcommission just 
wanted to divide the 12-kyr long Holocene in three 4-kyr 

periods to use the early- middle- and late- terms, and just 
chose the 8.2-kyr and 4.2-kyr ACEs as convenient slice 
points. Hardly a rigorous scientific decision after 10 years 
pondering on the question.

4.6 The Neoglacial period
Neoglaciation was the term coined to describe the global 
glacier advances after the HCO that François Matthes 
identified in the 1940s. Glacier growth was caused by 
orbital-driven insolation changes. Although variability in 
local conditions caused the Neoglacial period to start at 
different times in different glaciological areas, it is gener-
ally agreed that it started c. 5000 years BP in high northern 
latitudes (Geirsdóttir et al.  2019), and there is evidence 
also from the tropics and the Southern Hemisphere sup-
porting that date (Thompson et al. 2006). Glaciers fluctu-
ated with major glacier advances followed by shorter gla-
cier retreats, culminating in the LIA when globally glaciers 
reached their maximum Holocene extent (Fig. 4.12). The 
Neoglaciation featured global cooling as temperatures 
responded more to the decrease in solar forcing due to 
orbital insolation changes than to the increase in GHG 
forcing. Centurial glacier advances appear to reconstruct 
the general temperature evolution during the Holocene, 
and display a clear correspondence to known cooling 
events (compare Fig. 4.12a and b),  lending strong support 
to the Holocene temperature conundrum. Temperature 
changes during the Holocene do not appear to follow CO2 
changes. This is strongly supported by implied large per-
turbations in ocean heat content and Earth's energy budget 
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Fig. 4.12 Global glacier advances during the Holocene
Number of areas that display glacier advances for every century during the Holocene versus temperature changes. a) World glaciers were 
distributed by Solomina et al. (2015) between 17 geographical areas. 12 belonging to the Northern Hemisphere are represented in black, 
4 from the Southern Hemisphere in light blue, and one for the Low Latitudes in orange. For a geographical representation of the glaciers 
included in each area see figure 1 in Solomina et al. (2015). Colored bars (left scale) represent number of glacial advances per century for 
each area. Bottom dashed line, Holocene average centurial glacial advances. After Solomina et al. (2015). b) Black curve, Holocene tem-
perature reconstruction (inverted; inner right scale), as in Fig. 4.4. Some well-known cooling periods or events are indicated by their ac-
cepted names. The period affected by the melting of the extra-Arctic ice sheets is indicated in aquamarine. The Neoglacial period is char-
acterized by generalized glacier advances that take place coinciding with the decrease in Northern Hemisphere solar forcing. c) Inverted 
changes in obliquity.



at odds with the very small GHG radiative forcing anoma-
lies throughout the Holocene (Rosenthal et al. 2017).

Cooling events during the HCO, like the 8.2-kyr ACE, 
were followed by a complete recovery of temperatures and 
globally glaciers reached their minimum Holocene extent 
in most areas between 6–5.5 kyr BP. However there is 
evidence that the world did not completely recover from 
the cooling events that took place between 5.6 and 5.1 kyr 
BP, initiating the Neoglaciation. This Mid-Holocene cli-
mate reversal has been recorded globally in multiple prox-
ies both as a decrease in temperature and as hydrological 
changes (Magny & Haas 2004; Thompson et al.  2006). 
While the entire sixth millennium BP had a very challeng-
ing climate compared to previous millennia, the cooling 
event that took place at 5.2 kyr BP was particularly abrupt 
(Fig. 4.13, Thompson et al.  2006). Due to the contempo-
rary change of climate regime and global temperature, 
some regions became cooler and drier, while others be-
came cooler and wetter,  leading to a rapid global glacier 
advance that buried organic remains, like the Quelccaya 
Glacier plant (Distichia muscoides, Peru), the South-
Cascade Glacier rooted tree-trunk (Washington State) and 
the Ötztal Alps ice-man, that have remained continuously 
frozen until the present global warming (Thompson et al. 
2006).

Coincident with the abrupt cooling and hydrological 
changes of c. 5,200 yr BP, archaeological studies support a 
general pattern of abandoned Neolithic human settlements 

in several areas, including the Andes and the entire Eastern 
Mediterranean, indicating a widespread climatic crisis that 
marks the transition from the Chalcolithic to the early 
Bronze Age (Weninger et al. 2009; see Chap. 6).

4.7 Holocene climate variability
The Last Glacial Maximum and the HCO constitute two 
extreme metastable states, separated by only 10,000 years, 
that correspond to essentially the same amount and distri-
bution of incoming energy from the Sun. The main differ-
ence between both states is in the redistribution and mini-
mal or maximal exploitation of that energy by the planet. 
This difference is due to orbital configuration, tectonic 
disposition, ice and cloud albedo, oceanic-atmosphere 
response and biological feedback.  Since they constitute 
dramatically different climatic states, the nature of abrupt 
climatic changes is also different in the two states. Glacial 
variability comes mainly in the form of warming episodes 
(Dansgaard–Oeschger events; Fig. 4.14) while interglacial 
variability comes from cooling episodes (Bond events; 
Fig. 4.14).  There are no global warming abrupt changes in 
the Holocene once the thermal maximum is reached, just 
cooling events followed by recovery.

The other major salient characteristic of the Holocene 
abrupt climatic changes compared to glacial abrupt 
changes is their much smaller amplitude (Fig. 4.14). It has 
become a lot more difficult to identify these changes be-
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Fig. 4.13 Evidence for an abrupt global cold and arid event at 5.2 kyr BP
High and low latitude locations of proxy evidence for abrupt climate change c. 5,200 yr BP. Evidence for abrupt cooling (circles), aridity 
(triangles), flooding (square) and high wind (diamond). South-Cascade Glacier rooted tree-trunk (Washington State); remains and arti-
facts in the Little Salt Spring (Florida); Cariaco Basin metal concentration (Fe, Ti) in ODP site 1002; Quelccaya Glacier ice-buried wet-
land plant Distichia muscoides (Juncaceae), dated at 5,138 ± 45 yr BP; bog pollen records of rapid and drastic vegetation changes in Isla 
Santa Inés (Chile); eolian soil record from Hólmsá (Iceland); North Atlantic benthic core in ODP site 980; dendrochronological records 
from Irish and Lancashire oaks with some of their narrowest rings during the 3,195 BC decade; Ötzi, the ice-man from South-Tyrol; core 
S53 palynological record from Burullus Lagoon (Nile Delta); Soreq Cave (Israel) speleothem; Mauritanian coast core 658C; Kilimanjaro 
ice-core record; Awafi dry lake sediments in SE Arabia; Lake Mirabad sediment in the Zagros Mountains (Iran); Lunkaransar dry lake 
sediments in NW India; sedimentary section along the Hongshui River, in the southern Tengger Desert, NW China. From multiple 
sources, some referenced in Thompson et al. (2006).



cause their signal is much lower and more difficult to 
separate from the noise of small high frequency climatic 
variability. This has created much confusion about the 
nature and causes of Holocene ACEs and has given many 
the false impression that the Holocene is characterized by 
long periods of climate stability. Nothing is further from 
the truth. The Holocene is a period of almost constant cli-

mate change with climatic stability being the exception.
In 1968 climatologist J. Roger Bray recognized sev-

eral major past cooling episodes and attributed them to a 
solar cycle. “A combination of geophysical, biological and 
glaciological information supports the idea of a 2,600 
year solar cycle” (Bray 1968). Afterwards a spurious c. 
2,300-yr solar periodicity was identified in solar cosmo-
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Fig. 4.14 Nature of climatic oscillations dur-
ing the Ice Age
Oscillations during an interglacial are smaller 
and of cooling nature (Bond events), and oscilla-
tions become larger the colder temperature be-
comes. During the glacial period oscillations are 
very large and are of a warming nature (Dans-
gaard–Oeschger events). Black line represents 
the obliquity cycle. An asterisk marks the cur-
rent position.
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Fig. 4.15 Northern Hemisphere paleoclimate records showing main Holocene abrupt climatic change events
A) Greenland GISP2 ice-core !18O. B) Western Mediterranean (Iberian Margin) core MD95-2043, sea surface temperature (SST) C37 
alkenones. C) Eastern Mediterranean core LC21 (SST) fauna. D) North Atlantic Bond series of drift-ice stacked petrologic tracers. E) 
Romania (Steregoiu), mean annual temperature of the coldest month. F) Gaussian smoothed (200 yr) GISP2 potassium (non-sea salt) ion 
proxy for the Siberian High pressure system. G) High resolution GISP2 potassium (non-sea salt). Notice that the main Holocene ACEs 
are cooling events. Reproduced from Weninger et al. (2009), with the author's permission. © Weninger et al. (2009).



genic records and wrongly named the Hallstatt cycle, 
while it should be named the Bray cycle and correctly 
identified as c. 2500-yr in period. Since Bray's report, 
other researchers have confirmed the reoccurrence of 
cooler climates with a periodicity of about 2400–2600 
years by different techniques,  glacial moraines, 
temperature-sensitive tree rings widths, and !18O isotope 
and chemical analysis of sea salts and dust in ice cores 
(O'Brien et al.  1995). Most researchers also ascribe a solar 
origin to this climatic cycle, since its cooling periods coin-
cide with periods of high +14C formation, which are asso-
ciated with low solar activity.

By looking at proxy temperature reconstructions, at 
major global glacier advances, and at other climate prox-
ies, it is easy to recognize the major abrupt cooling 
changes of the Holocene. Roger Bray identified cooling 
episodes at 0.4, 2.8, 5.5,  8.2 and 10.2 kyr BP over 45 years 
ago (Fig. 4.15). These episodes give us an average spacing 
of c.  2500 years and, at the same time, they define the ma-
jor climatic states of the Holocene.

The Bray cycle delimits five periods that roughly 
correspond to the Blytt–Sernander sequence. Vegetation 
changes suggest that they constitute distinctive climatic 
states established by insolation conditions from the obliq-
uity and precession cycles (Fig. 4.16). Every abrupt cool-
ing from the Bray cycle would constitute a tipping point in 
the gradual insolation changes and the world would settle 
to a different climatic state after recovering. We have just 
started a sixth period with the proposed name of Anthro-
pocene, that should last around 2,200 years, until about 
AD 4,200. Every one of the last five periods (since 
10.2 kyr ago) started with global warming as a recovery 
from the depressed temperatures of the cooling oscillations 
that separate the periods.
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Fig. 4.16 Major periods of the Holocene set by obliquity and the c. 2500-yr Bray cycle
a) Global temperature reconstruction from 73 proxies with temperature anomaly expressed as Z-score (distance to the mean in standard 
deviations). b) Earth's axis obliquity cycle. c) Major periods of regional and global glacier advances after Mayewski et al. (2004) and 
references within. d) Ice-rafted debris stack (inverted) from four North Atlantic sediment cores as a proxy for iceberg activity and cold 
events, after Bond et al. (2001). e) ENSO events frequency as determined from a glacial lake core in the Peruvian Andes, after Moy et al. 
(2002). Blue vertical bars (B-1 to 5), cooling oscillations part of the c. 2500 year Bray cycle. Empty bar (B-4) indicates a low effect oscil-
lation. Narrow pink vertical bars, the 8.2-kyr cooling event coincident with Lake Agassiz outburst and the 4.2-kyr arid-cold event, define 
the Greenlandian, Northgrippian, and Meghalayan stages (on top). Arches on top constitute a regularly spaced 2475-year periodic marker. 
The Blytt–Sernander high northern latitude climatic subdivision is shown below the arches. Bold numbers correspond to Bond events that 
coincide with the Bray cycle cold oscillations. Vertical arrows show the coincidence of Bray cycle lows with suppressed ENSO activity. 
Some historical climate periods have been indicated.



4.8 Bond events and other Abrupt 
Climatic Events
In addition to the major cooling events of the Bray cycle, 
other cooling ACEs have taken place during the Holocene, 
and they have been detected in numerous proxies, but par-
ticularly in the Bond series of events. The amount of detri-
tal petrological tracers transported by icebergs and depos-
ited in the ice-rafted debris belt (an Atlantic region be-
tween 40–50°N) greatly increases during episodes of 
southward and eastward advection of cold surface waters 
and drift ice from the Nordic and Labrador seas (Bond et 
al. 2001; Fig. 4.17a). This sensitive proxy has registered 
most cold episodes of the Holocene,  with a resolution of 
50 years.

Gerard Bond attempted to fit the periods of increased 
drift-ice that he identified during the Holocene into a sin-
gle cycle related to the Dansgaard–Oeschger cycle, by 
making two unwarranted assumptions: That every period 
of cooling responded to the same cause, and that some 

well-resolved peaks separated by several centuries to a 
millennium could correspond to a single cold event. The 
evidence,  however, shows that the HCO displays a millen-
nial periodicity in Bond events, with single isolated peaks 
separated by c. 1000 years, while the Neoglacial period 
shows a more complex picture with multiple peaks not so 
well resolved and a more irregular spacing (Debret et al. 
2007; Fig. 4.17). It is clear that the Bond record mixed 
periodicity reflects the climatic shift that took place at the 
MHT from mainly solar forcing to a mixed solar and 
atmospheric-oceanic forcing (Fig. 4.9), and therefore it 
can be concluded that the first assumption of Gerard Bond 
is incorrect: different peaks represent cooling from differ-
ent causes,  and thus a Bond cycle does not exist in the 
Holocene. We must reject also his second assumption and 
treat every peak as a different cooling event and try to 
identify the cause that originated it. We must move from a 
Bond series of 8 events (plus number zero) in 12 kyr (one 
event every 1500 years), to a series of at least 15 cold 
events with a mixture of periodicities during the Holocene.
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Fig. 4.17 Bond events constitute a record of cold events during the Holocene
a) Map of North Atlantic coring sites. Bond events represent periods of increased deposition of petrological tracers by drift ice at the core 
locations (black dots) within the ice-rafted debris belt (IRD, yellow/light grey box). They are interpreted as periods of cooler, ice-bearing 
surface waters displaced eastward from the Labrador Sea and southward from the Nordic Seas. b) The Holocene record of iceberg activ-
ity (black curve) is a stack of the four cores showing the combined detrended record of hematite-stained grains, detrital carbonate, and 
Icelandic volcanic glass. The last drift-ice period corresponds to the Little Ice Age, and other known climatic periods of the past can be 
correlated to this record. The early Holocene period clearly displays a 1000-yr periodicity as shown by a band-pass filter applied on the 
series (blue dashed curve). A 1500-yr periodicity is only present from 6 kyr BP (red continuous curve). The 1500-yr fit is problematic as 
it requires considering pairs of peaks as single events and some peaks appear to still follow the 1000-yr periodicity. After Bond et al. 
(2001); Debret et al. (2007).



The lows of the c. 2500-yr Bray cycle,  the main cli-
matic cycle during the Holocene, correspond to Bond 
events 7, 5a, 4a, 2a, and 0. These events not only show a 
corresponding age and correct periodicity, but they also 
constitute the highest petrological tracer peaks for each 
2500 year period, suggesting that they were the strongest 
cooling periods at each time, as glaciological, biological 
and geophysical evidence also supports.

Paleoclimatic evidence supports the existence of peri-
ods of intense climate change (ACEs), that have left their 
mark in multiple climate proxies of very different nature 
(Fig. 4.15). To study them it is best to correlate long prox-
ies of different climatic nature (Fig. 4.18). The Bond series 
of stacked ice-rafted petrological tracers is a sensitive re-
cord of cooling ACEs that affected iceberg activity in the 
North Atlantic (Fig. 4.18a). Methane is naturally produced 
by northern boreal wetlands and subtropical wetlands in 
both hemispheres that are sensitive to changing patterns in 
precipitation (Fig. 4.18b). The Dead Sea drainage area, 
one of the largest hydrological systems in the Middle East, 
receives precipitation from the North Atlantic storm-track 
and the Eastern Mediterranean and is a rain gauge for the 
Middle East (Fig. 4.18c). The Asian Monsoon is driven by 
seasonal changes in the land-ocean temperature difference, 
and is therefore sensitive to changes in the latitudinal tem-

perature gradient that responds primarily (but not exclu-
sively) to changes in the latitudinal insolation gradient 
(Fig. 4.18d). The combination of these four climate prox-
ies allows the identification of over 20 ACEs during the 
Holocene (table 4.1). On average a minimum of two ACEs 
have taken place per millennium. Since ACEs have an 
average duration of a couple of centuries, climate was ei-
ther undergoing an ACE or recovering from it for one third 
to half of the Holocene. The climate of the Holocene has 
not been stable.

Table 4.1 is a list of the 23 identified Holocene ACEs 
from the selected proxies shown in figure 4.18. It is clear 
that this is only a partial list as there is a notable absence 
of warming events, and early Holocene events are under-
represented. A more detailed study could help determine 
the climate significance of the periods that show a signifi-
cantly strengthened Asian Monsoon that often correspond 
to peaks in methane production and troughs in North At-
lantic iceberg activity. Do they represent ACEs of a warm-
ing nature, or do they just indicate benign stable condi-
tions that didn't last very long? This point has not been 
clarified in the literature, where there is a notable absence 
of studies on Holocene warming events. A possibility al-
ready mentioned is that interglacial and glacial climates 
constitute meta-stable conditions that are punctuated by 
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Fig. 4.18 Abrupt Climatic Events during the Holocene
a) Detrended stack of petrological tracers abundance at four different North Atlantic benthic cores as a proxy for ice-rafted deposition and 
iceberg activity. It is a sensitive proxy for cold events that affected the North Atlantic region. After Bond et al. (2001). b) Detrended 
Greenland methane record built by combining a 180–7620 BP and 8680–9500 BP record from GRIP after Blunier et al. (1995), a 7640–
8660 BP record from GISP2 after Kobashi et al. (2007), and a 9520–11580 BP record from NEEM after Chappellaz et al. (2013). The 
record is truncated at –40 ppb, having reached values of –76 ppb at 8160 BP. It is a sensitive proxy for changes in global precipitation 
patterns. c) Dead Sea level in meters below mean sea-level. After Migowski et al. (2006). It is a sensitive proxy for the North Atlantic 
storm-track and precipitation levels in the Middle East. d) Detrended !18O isotope relative abundance in Dongge Cave (China) stalagmite 
DA speleothem, as a proxy record for the Asian Monsoon. After Wang et al. (2005). It is a sensitive proxy for changes in the Asian Mon-
soon reflecting changes in land and ocean temperature-difference patterns. e) A North Levant precipitation record identifies a 300-yr 
drought that was a causal factor for the Late Bronze Collapse that affected the Eastern Mediterranean and Black Sea areas and is also 
reflected in global or hemispheric proxies. After Kaniewski et al. (2015). f) Lake Agassiz–Ojibway outburst dating. After Lewis et al. 
(2012). g) Dolomite abundance in Gulf of Oman eolian deposition record, as a proxy for Mesopotamian aridity. After Cullen et al. (2000). 
Vertical bars identify periods of significant changes in several of the proxies, most of them corresponding to previously identified ACEs, 
color coded by inferred causes as indicated in table 4.1. Dark grey boxes at bottom give their approximate dates in ka.
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Date
(ka BP) Name

Tempera-
ture effect 

(1)

Middle East 
precipitation 

(2)
Indian/Asian 
monsoon (3)

Methane 
(4)

Bond 
Event (5)

Proposed 
cause (6)

Periodicity 
(7) Reference (8)

11.4 Pre-Boreal 
Oscillation Cooling Decrease 8 Low solar 

activity 1000 Björck et al. 
1997

10.3 Boreal Os-
cillation 1 Cooling Weaker Decrease 7 Low solar 

activity 2500/1000 Björck et al. 
2001

9.3 Boreal Os-
cillation 2 Cooling Reduced Weaker Decrease 6 Low solar 

activity 1000 Zhang et al. 
2018

8.6 Cooling Reduced Unaffected Decrease 5b Gavin et al. 
2011

8.4 Cooling Increased Weaker Increase 5b Low solar 
activity 1000 Rohling & 

Pälike 2005

8.2 8.2 kyr ACE Cooling Increased Weaker Decrease 5b Meltwater 
pulse

Lewis et al. 
2012

7.7 Cooling Increased Weaker Decrease 5a Low solar 
activity 2500 Berger et al. 

2016

7.2 Cooling Unaffected Weaker Decrease 5a Low solar 
activity 1000 Berger et al. 

2016

6.8 Cooling Reduced Weaker Decrease 4c

6.3 Cooling Reduced Weaker Decrease 4b Low solar 
activity 1000 Fleitmann et 

al. 2007

5.5 Cooling Reduced Weaker Decrease 4a

5.2 5.2 kyr ACE Cooling Reduced Unaffected Decrease 4a Low solar 
activity 2500/1000 Thompson et 

al. 2006

4.7 Cooling Unaffected Unaffected Decrease 3b
4.3 Warming? Reduced Weaker Decrease

4.2 4.2 kyr ACE Cooling Reduced Weaker Increase 3a Impact? (9) Cullen et al. 
2000

3.4 Cooling Reduced Unaffected Increase 2b

3.1 Late Bronze 
ACE Warming? Reduced Unaffected Decrease Kaniewski et 

al. 2015

2.8 2.8 kyr ACE Cooling Increased Weaker Increase 2a Low solar 
activity 2500 Chambers et 

al. 2007

2.3 Cooling Reduced Weaker Decrease 1c Low solar 
activity 1000

1.6 Dark Ages 
ACE Cooling Reduced Weaker Decrease 1b Helama et al. 

2017

1.4 Warming? Increased Unaffected Increase Helama et al. 
2017

0.5 Little Ice 
Age Cooling Reduced Weaker Decrease 0 Low solar 

activity 2500/1000

0.0 Global 
Warming Warming Reduced Weaker Increase Greenhouse 

gases

Table 4.1 List of Holocene Abrupt Climatic Events. ACEs identified in Fig. 4.18
(1) The temperature effect is deduced from synchronous changes in North Atlantic iceberg activity, after Bond et al. (2001). (2) Middle 
East precipitation effect is deduced from synchronous changes in Dead Sea levels, after Migowski et al. (2006), except for the 3.1-kyr 
ACE, after Kaniewski et al. (2015). (3) Asian Monsoon effect is deduced from synchronous changes in the Asian Monsoon intensity after 
Wang et al. (2005). For the 10.3 and 9.3-kyr ACEs the effect on the Indian Monsoon is deduced from changes in the Indian Monsoon 
intensity after Fleitmann et al. (2007). (4) The effect on methane is deduced from synchronous changes in the reconstructed Greenland 
methane record as described in Fig. 4.18 caption. (5) The correspondence to Bond events is established from synchrony with peaks in the 
Bond record, after Bond et al. (2001). As Gerard Bond only numbered eight peaks (plus zero) out of about 20, letters have been added to 
the numbers to identify the corresponding peaks, as shown in Fig. 4.18. (6) One of several causes proposed in the literature that the 
author considers as most likely. (7) A periodicity is indicated when the proposed cause is low solar activity, and the date of the ACE 
agrees with the known 1000 and/or 2500-yr solar periodicities (see Chaps. 5 & 8). (8) A reference is provided that discusses evidence 
specific for the ACE. Not available for every identified ACE. It is unnecessary for the LIA and Modern Global Warming that have been 
thoroughly studied. (9) The 4.2-kyr ACE constitutes a unique event in several proxies that span most of the Holocene (Cullen et al. 2000; 
Thompson et al. 2002). Marie–Agnès Courty et al. have been defending an impact-linked dust event (Courty et al. 2008; see Sect. 7.6).



climate variability of the opposite sign.

4.9 Holocene millennial cycles
Table 4.1 lists some ACEs that are proposed to belong to 
millennial-scale climate periodicities by multiple authors. 
We have already shown that periodicities are also present 
in the glacial-interglacial cycle (see Chap. 2),  and in the 
Dansgaard–Oechsger cycle (see Chap. 3). It is clear that 
most low frequency-high amplitude climate change do not 
take place in a chaotic manner, but mainly through cycles, 
quasicycles, and oscillations that respond to periodic 
changes in the forcings that act over the climate system. 
Figure 4.19 (adapted from Maslin et al. 2001) shows that 
these climatic periodicities cover the full spectrum of cli-
mate variation, and that, in general, the longer periodicities 
produce larger variations in climate. Thus Holocene cli-
mate change is dominated by periodic variability in the 
millennial band (grey band, Fig. 4.19).

Within the paleoclimatological scientific community 
there is widespread acceptance of millennial cycles during 
the Holocene because their effects are observed in most 
climatic proxies, and there is ample agreement over certain 
periodicities that come out of frequency analysis and are in 
phase from multiple proxies at different locations. 
Instrumental-era climatologists and astrophysicists are 
however very skeptical of such periodicities because they 
have not collected evidence about these long cycles in the 
short time of modern instrument observations, and we lack 
a proper understanding of the mechanisms that generate 
the periodicity and produce the climatic effect.  Similar 
objections were made to Alfred Wegener's continental drift 
theory that despite solid evidence from geography, geol-

ogy, paleontology, and biology, was shunned until the de-
velopment of plate tectonics theory could explain how 
plates, not continents, drifted.

A further complication arises because some climate 
periodicities do not show the behavior of proper cycles 
and present gaps when the signal cannot be detected in the 
data. We already observed that problem when reviewing 
the Dansgaard–Oeschger cycle, where the oscillations 
depend on a set of conditions in sea-level, temperature, 
and obliquity, to become perceptible, and appear to be the 
result of two different periodicities acting simultaneously. 
Wavelet analysis of millennial climate cycles during the 
Holocene shows periods when one or more of the cur-
rently operable cycles do not show up in the data. As we 
do not have a proper knowledge of the mechanisms of 
these cycles, we do not have an explanation for this behav-
ior.  And we also have to consider the awkward nature of 
most climate proxy data (Witt & Schumann 2005), which 
is affected by random and systemic errors causing uncer-
tainties along the age axis that grow worse as we go back 
in time. This data is often unevenly sampled and has in-
creasing compression with growing age, causing a reduc-
tion in data density in the older portion of the data. It also 
suffers from different noise intensity for different paleo-
climatic periods and is affected by changing sampling 
rates. Quite often this awkward nature of paleoclimatic 
proxy data is not properly accounted for when performing 
standard time series analyses, which were developed for 
evenly sampled and stationary time series over a well-
defined time axis.

Despite these problems, three relatively well estab-
lished Holocene millennial-scale climatic periodicities can 
be described based on evidence. They are the already men-
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Fig. 4.19 Climate cycles and periodicities dominate climate change at all temporal scales
Spectrum of climate variance showing the better studied climatic cycles and their proposed forcings, although some are not widely ac-
cepted. Cycles, quasicycles, and periodic oscillations are found over the entire temporal range, indicating they are a salient property of 
climatic variability. As a general rule, the lower the frequency, the more intense the climatic variance produced. The 150-Myr Ice Age 
cycle has produced three ice ages and a cold age in the last 450 million years. It is proposed to be caused by the crossing of the galactic 

arms by the Solar system. The 
32-Myr cycle has produced 
two cycles during the Cenozoic 
era, the first ending in the gla-
ciation of Antarctica and the 
second in the current Quater-
nary Ice Age. It is proposed to 
be caused by the vertical dis-
placement of the Solar system 
with respect to the galactic 
plane. The orbital or Milanko-
vitch cycles are the best stud-
ied, and between them and the 
Lunar nodal regression cycle of 
18.6 years lies the orbital gap, 
where no astronomical cycle is 
known to affect climate. Our 
knowledge of this range is very 
insufficient, despite millennial 
climate cycles (grey band) 
determining most of Holocene 
climatic variability. Short term 
climate variability is domi-
nated by the El Niño/Southern 
Oscillation. After Maslin et al. 
(2001).



tioned c.  2500-yr Bray climate cycle, a c. 1500-yr 
atmospheric-oceanic cycle that might be related to the D–
O cycle acting during glacial periods, and the c.  1000-yr 
Eddy climate cycle. As mentioned above, Holocene cycles 
display abrupt cooling at their lows, creating the condi-
tions for enhanced iceberg activity in the North Atlantic 
that produces Bond ice-rafting events. As the three cycles 
have different periodicities, sometimes the lows of two 
cycles are so close together in time as to make it difficult 
to resolve them. This is the case in the LIA, when lows for 
all three cycles took place in close succession,  contributing 
to make this the coldest period in the Holocene, bringing it 
to the brink of triggering a glacial inception. After each 
abrupt cooling of the lows of these three cycles comes a 
warming recovery, that was a complete recovery during 
the HCO, but only partial during the Neoglacial, as the 
decline in obliquity prevented a full recovery. The global 
warming that has taken place during the last 350 years 
cannot be separated from the previous cooling without 
losing part of its context. As already indicated in Fig. 4.14, 
each period of warming during the descent to the next gla-
cial stage should be more intense than the previous ones, 
as climatic variability increases outside the warm condi-
tions of an interglacial climatic optimum. Underneath the 
noticeable contribution from anthropogenic greenhouse 
gases to the 0.0-kyr ACE lies the natural recovery from the 
extraordinarily strong 0.5-kyr ACE.

4.10 Conclusions
4a. The Holocene is a period of 11,700 years characterized 

by an intense warming for about 2,000 years and a 
progressively accelerating cooling for the last 6,000 
years, following the changes in obliquity of the Earth's 
axis.

4b.  Fluctuations in greenhouse gases cannot explain Holo-
cene climatic changes and, indeed, their atmospheric 
changes run opposite to temperature trends for most of 
the Holocene.

4c. Climate models perform very poorly when trying to 
reproduce Holocene climate evolution. This is likely 
due to having too much sensitivity to changes in 
greenhouse gases and too little sensitivity to insolation 
and solar variability.

4d.  The Holocene Climatic Optimum was a more humid 
period,  1–2 °C warmer than the Little Ice Age, during 
which global glaciers reached their minimum extent.

4e. The Mid-Holocene Transition, caused by orbital 
changes, brought a complete change in climatic mode, 
with a decrease in solar forcing and an increase in 
atmospheric-oceanic forcing, displacing the climatic 
equator and ending the African Humid Period, while 
increasing ENSO activity.

4f. The Neoglaciation has been a period of progressive 
cooling, increasing aridity, and advancing glaciers, 
delimited by the 5.2-kyr event at its beginning and the 
Little Ice Age at its end.

4g. Holocene climate variability is characterized by peri-
odic cooling events of reduced amplitude compared to 
glacial climate variability. The main climatic cycle of 
c. 2500 years delimits five periods of consistent cli-
matic conditions identified over a century ago in the 

Blytt–Sernander sequence, separated by abrupt cli-
matic changes.

4h.  Additional Holocene abrupt climatic variability is re-
flected in several sensitive climate proxies as being 
composed of over 20 abrupt events.  About half of 
them appear to respond to solar periodicities in the 
millennial time frame. Nearly all abrupt Holocene 
changes identified have been of a cooling nature,  fol-
lowed by a warming recovery. The Little Ice Age is no 
exception.

4i. Bond events display a mixture of periodicities and con-
stitute cooling events in response to different forcings. 
A Bond cycle does not exist in the Holocene.
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5
THE 2500-YEAR BRAY CYCLE

“From my earlier observations, which I have reported every year in this journal, it appears that there is a certain 
periodicity in the appearance of sunspots and this theory seems more and more probable from the results of this year. …

If one compares the number of groups with the number of days when no spots are visible, one will find that sunspots have a 
period of about 10 years, and that for five years of this period they appear so frequently that during that time there are very 

few or no days when no spots at all are visible.”
Heinrich Schwabe (1843), after only 17 years of sunspot observations (less than two periods), while looking for the 

nonexistent planet Vulcan.

5.1 Introduction
There is strong evidence for a persistent irregular climate 
cycle of c. 2500 ± 300 years that was first reported in 1968 
by Roger Bray. A botanist from Illinois who made a land-
mark contribution to ecology in the 1950s, Roger Bray 
moved to New Zealand in the 1960s, where he worked as 
climatologist at the Department of Scientific and Industrial 
Research at Palmerston North. Through his research on 
radioactive isotopes, he followed on Minze Stuiver's 1961 
discovery that atmospheric 14C and solar activity were 
inversely correlated. He reconstructed a 2600-year solar 
activity index from sunspot and auroral observations that 
could correlate to glacier re-advances and realized that it 
constituted a single very long oscillation that had repeated 
several times through the Holocene, with major glacier 
advances at multiples of c. 2600 years. As the glaciologi-
cal cycle was based on biological and geological data and 
agreed well with climatological periods worked out by 
Scandinavian palynologists, Bray related the 2500-yr cli-
mate cycle to an equal-period solar activity cycle even 
before there was sufficient evidence to demonstrate the 
existence of the 2500-yr solar cycle.

The 2500-yr Bray climatic cycle is supported by 
abundant evidence from vegetation changes,  glacier re-
advances, atmospheric changes reflected in alterations in 
wind patterns, oceanic temperature and salinity changes, 
drift ice abundance, and changes in precipitation and tem-
perature. It is established with proxy records from many 
parts of the world. This climate cycle correlates in period 
and phase with a c. 2500-yr cycle in the production of 
cosmogenic isotopes,  that corresponds with clusters of 
solar grand minima at times of abrupt cooling and climate 
deterioration. The abrupt cooling events usually coincide 
with times of human societal stress. The relationship be-
tween solar activity and cosmogenic isotope production 
during the past centuries confirms the c. 2500-yr solar 
cycle as the origin of the climate cycle.

The existence of the 2500-yr solar cycle that had been 
proposed by Roger Bray (1968) on the basis of weak data 
was confirmed by Jan Houtermans (1971) in his Ph.D. 
thesis using Fourier analysis on bristlecone pine radiocar-
bon measurements.

5.2 The biological 2500-year climate 
cycle
The roots of the discovery of the 2500-yr Bray climate 
cycle can be traced to the early 20th century. Over a cen-
tury ago Scandinavian botanists started to reconstruct the 
climate of the Holocene from peat bog stratigraphy. They 
could distinguish the sediment layers into wet/dry, cold/
warm, periods, and developed crude dating methods. Their 
efforts resulted in an understanding that the Holocene cli-
mate could be subdivided into periods of different climatic 
conditions, like in a diagram by Rutger Sernander from 
1912 (Fig. 5.1a).

The development of palynology (pollen studies) by 
Lenart von Post in the 1930s allowed Knud Jenssen and 
Johs. Iversen to improve the postglacial period zonation 
(Fig. 5.1c), and develop a summer vegetation-based tem-
perature scale for the Scandinavian Holocene by the 
1940s. This temperature scale allowed Holocene climate 
reconstructions very similar to our current understanding 
by 1950 (Fig. 5.1b).

Figure 5.1 summarizes decades of work by botanists 
to establish vegetation stages in the Northern Hemisphere 
Holocene. These stages allow us to distinguish a 2500-
year vegetation and faunal cycle.  Some botanists, like 
Rutger Sernander, proposed that the transitions between 
periods were abrupt and not gradual. In particular, he pro-
posed that the last transition between the Sub-Boreal and 
the Sub-Atlantic, at around 650 BC corresponded to the 
“Fimbulvintern,” or Great Winter of the Sagas, that marks 
the end of the Nordic Bronze Age (Fig.  5.1a), and made 
the Nordic countries a colder place.

5.3 The glaciological 2500-year climate 
cycle
In the early 1950s, researchers noticed a correlation be-
tween glacier movements in North America and sunspots 
for the previous 300 years. In the 1960s Roger Bray con-
structed a solar index starting in 527 BC by combining 
telescopic sunspot observations with naked-eye sunspot 
and auroral observations. He also constructed an index for 
postglacial major ice re-advances from glaciers all over 
the world. He compared these two observations and found 
a high degree of correlation, and good agreement with 
Icelandic sea-ice, and 14C production variations. He ob-
served in the data a possible 2300–2700-year cycle, that he 
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projected into the past from the Little Ice Age, finding that 
a 2600-year period closely matched both vegetation transi-
tions like the Atlantic/Sub-Boreal, or the Sub-Boreal/Sub-
Atlantic transitions,  and significant glacier re-advances 
from the past after the Younger Dryas (Bray 1968). Since 
he was the first to correctly identify and describe the c. 
2500 year climatic and solar cycles,  they should be named 
after him, as tradition indicates.

Bray's glaciological and solar studies were reproduced 
in 1973 by Denton and Karlén, who did a more detailed 
study of world glacial advances and came up with essen-
tially the same periodicity of 2500 years (Fig. 5.2a). By 
then Hans Suess had determined the short-term fluctua-
tions in 14C levels for the past 7000 years from tree rings. 
They were thought to represent variations in solar activity. 
As Bray had done previously, Denton & Karlén (1973) 
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Fig. 5.1 Postglacial vegetation and climate periods as understood during the first half of the 20th century
a) Rutger Sernander's view of postglacial warm climate periods in southern and central Sweden, showing his proposed abrupt climate 
degradation at the Sub-Boreal/Sub-Atlantic transition, termed “fimbulvintern.” The dashed line indicates G. Andersson's opposite view of 
gradual temperature evolution. After Fries (1956). b) Magnus Fries 1951 diagram of Late Glacial/Postglacial temperature evolution in 
southern and central Sweden based on biological evidence, showing the temporal disposition of the nine pollen zones in Roman numer-
als. The thin line represents a near-millennial oscillation in humidity. Dates in CE calendar years. After Fries (1956). c) Example of ana-
lytical pollen zones from the 1930s and 1940s for southern and central Sweden confirming Sernander's climatic reconstruction. In this 
and following figures, blue vertical bars mark the position of the 2500-yr Bray cycle lows identified by the letter B and their order num-
ber from the present. B1–B3 coincide with the most recent climate periods identified a century ago. The empty vertical bar marks a less 
conspicuous B4 in the Bray sequence.

Fig. 5.2 Holocene glacier fluc-
tuations
a) Synthesis of Holocene world-
wide glacier fluctuations show-
ing three broad intervals of gla-
cier expansion within the last 
6000 years and a fourth one rec-
ognized in Scandinavia. After 
Denton & Karlén (1973). b) 
Holocene glacier fluctuations in 
the European Alps showing the 
complex pattern of advances and 
retreats that do not always corre-
spond between Austrian and 
Swiss Alps. After Bressan 
(2011).



correlated periods of major glacier advances to periods of 
high 14C production (low solar activity).

Since then glaciologists have reconstructed Holocene 
glacier movements from hundreds of glaciers all over the 
planet, and glacier variability has become more complex 
(Fig. 5.2b). Today we still recognize the major global ad-
vances that define the 2500-year cycle (Mayewski et al. 
2004; see Fig. 4.16), but there is hardly a century, espe-
cially during the Neoglaciation, when glaciers were not 
advancing somewhere.

By the mid-1970's the scientific community was 
aware of the existence of a 2500-year climatic cycle that 
caused glacier advances and recessions, and that separated 
significantly different vegetation stages. Due to its coinci-
dence with 14C fluctuations,  it was inferred that its cause 

was solar variability. Throughout this book both the cli-
matic and solar 2500-yr cycles are referred to as the Bray 
cycle, and the lows of the cycle, associated with enhanced 
14C production, and climatic changes manifested by cool-
ing, glacier advances, increased drift ice in the North At-
lantic, and atmospheric, oceanic, and precipitation 
changes, are numbered from more recent backwards as 
B1, B2, ..., with B1 corresponding to the Little Ice Age.

5.4 The atmospheric 2500-year climate 
cycle
The next great advance in the characterization of the 2500-
yr climate cycle came from the study of ice cores. Paul 
Mayewski, one of George Denton’s students, was the sci-

5 The 2500-Year Bray Cycle         69

Fig. 5.3 Holocene North Atlantic and Arctic atmospheric changes
a) GISP2 polar circulation index, a time series of the dominant empirical orthogonal function, EOF1, of the major ions in the ice core, 
that provides a relative measure of the average size and intensity of polar atmospheric circulation. PCI values increase (e.g. more conti-
nental dust and marine contributions) during colder portions of the record. After O'Brien et al. (1995). b) Main periodic component of the 
sea salt Na flux in GISP2 ice core with a quasi-2600-year periodicity. c) +14C intervals that present Maunder- and Spörer-type patterns 
occurring in clusters. After O'Brien et al. (1995). d) Mean grain size of eolian soil deposition at Hólmsá, Iceland, a proxy for wind 
strength. Windy periods, indicated by the transport and deposition of coarse sediments, are coeval with cool, stormy periods recorded in 
GISP2 ice and North Atlantic sediment cores. After Jackson et al. (2005). e) Thin grey curve, reconstruction of time coefficient by singu-
lar spectrum analysis of detrended and normalized alkenone based SST variance, from a NW Africa marine sediment core, as a proxy for 
AO/NAO oscillation. Thick black sinusoid, main periodic component of the data. After Kim et al. (2007). Thin black curve, inferred 
NAO circulation pattern from the principal component analysis of redox parameters (Ca/Ti and Mn/Fe ratios) from a Greenland lake 
sediment record. After Olsen et al. (2012).



entist in charge of coordinating the effort of over 200 sci-
entists in the American Ice Core Program that in 1993 
completed the Greenland Ice Sheet Project II (GISP2). He 
described this effort and its fruits in his 2002 book “The 
Ice Chronicles: The Quest to Understand Global Climate 
Change.” While other researchers took on studying gases, 
isotopes, or dust in the GISP2 ice core, Mayewski and 
colleagues studied the chemical composition of major ions 
brought to the ice by the wind, using them as tracers for 
atmospheric circulation. They discovered a strong associa-
tion between expansions of Northern Hemisphere polar 
atmospheric circulation systems and the 2500-yr cycle 
previously described by his former advisor (O'Brien et al. 
1995; see Fig. 4.15F & G; Fig. 5.3a & b).  An increase in 
salt deposition is associated with winter atmospheric con-
ditions today. This is when the north polar vortex expands 
and meridional circulation increases, and thus represents 
an increase in cold and windy conditions.  The periodicity 
found by Mayewski and colleagues (O'Brien et al. 1995) 
in GISP2 salts is close to 2600 years (Fig.  5.3b). They 
noticed a good correlation between the atmospheric 
maxima and clusters of three solar grand minima (SGM) 
of the Maunder- and Spörer-type patterns, with the most 
recent one taking place during the LIA (O'Brien et al. 
1995; figure 4.3c). Ram et al.  (2009) have demonstrated 
that dust content in GISP2 ice core is inversely correlated 
to solar activity and strongly modulated at solar frequen-
cies.  As dust arrival to Central Greenland is regulated by 
atmospheric circulation their result is consistent with a 
strong solar activity effect on polar circulation.

The atmospheric reorganization that takes place at the 
lows of the Bray cycle and causes increased polar circula-
tion is partially evident in eolian soil sediments in southern 
Iceland (Jackson et al. 2005; Fig. 5.3d). Some of the big-
gest grain sizes transported by the strongest winds are as-
sociated with cold periods linked to the passage of the 
polar front through the proxy location, and coincide with 
some of the lows of the Bray cycle (B3 & B4, Fig. 5.3d). 
The authors of the work underscore the wind pattern simi-
larity to the North Atlantic drift-ice Bond record.

The changes in polar circulation and wind strength are 
suggestive of changes in the Arctic Oscillation/North At-
lantic Oscillation (AO/NAO). The AO reflects the state of 
the atmospheric circulation over the Arctic, through a posi-
tive phase, featuring below average geopotential heights, 
and a negative phase in which the opposite is true.  In the 
negative phase, the polar low-pressure system (also known 
as the polar vortex) over the Arctic is weaker,  which re-
sults in weaker upper level winds.  Therefore, cold Arctic 
air and storm tracks move farther south,  causing a drop in 
Northern Hemisphere temperatures and changes in pre-
cipitation patterns. The AO often shares phase with the 
NAO, that reflects differences in the strength of two pres-
sure centers in the North Atlantic: the low pressure near 
Iceland, and the high pressure over the Azores. Fluctua-
tions in the strength of these pressure centers alter the 
alignment of the jet stream affecting temperature and pre-
cipitation distribution. A NAO negative phase is produced 
when the weakening of the Iceland low and the Azores 
high reduces the pressure gradient resulting in weaker 
more southern westerlies producing colder conditions over 
much of North America and Northern Europe while mov-
ing the storm tracks southward towards the Mediterranean. 
A NAO negative phase usually features more frequent and 

longer blocking conditions when a stationary pressure 
pattern allows cold Arctic air to spill over mid-latitudes.

The Holocene NAO patterns have been reconstructed 
from a marine sediment core whose alkenone content has 
been shown to depend on trade winds intensity-dependent 
upwelling near the coast of NW Africa (Kim et al.  2007; 
Fig. 5.3e). NAO intensity for the last millennia has also 
been reconstructed from lake sediments in Greenland, 
showing the very low NAO values that characterized the 
LIA (Olsen et al. 2012; Fig. 5.3e). The evidence indicates 
a 2500-year periodic variation in SST and upwelling inten-
sity off NW Africa that is associated with a climatic cycle 
in oceanic circulation that reflects periodic NAO condi-
tions. The lows of this NAO cycle are characterized by 
NAO negative dominant conditions that produce Northern 
Hemisphere cooling and precipitation changes. Rimbu et 
al. (2004),  have argued that during the Holocene, the AO/
NAO atmospheric circulation was the dominant climate 
mode at millennial time scales.

5.5 The oceanic 2500-year climate cycle
Given the strong coupling between atmospheric and oce-
anic variability, it is not surprising that the c. 2500-year 
climate cycle is prominently displayed by some oceanic 
current proxies, particularly in the North Atlantic. Oppo et 
al. (2003) used an established deepwater proxy, the 
carbon-isotope composition of benthic foraminifera, to 
evaluate Holocene deepwater variability at a sediment core 
in the NE subpolar Atlantic. Low 13C values are indicative 
of a reduction in the 13CO2 rich North Atlantic Deep Water 
(NADW) contribution. Oppo et al.  (2003) identify the 
largest reductions in NADW at 9.3, 8.0, 5.0 and 2.8 kyr 
ago. The latest three periods correspond with Bray lows 2 
to 4 (Fig.  5.4a). Significant reductions in 13C indicative of 
reduced NADW production have also been reported at 
10,300 BP (B5) by Bond et al. (1997), and at the LIA (B1) 
by Keigwin & Boyle (2000).  This means that all the lows 
in the Bray cycle had been identified as periods of reduced 
NADW contribution by different authors. Such periods 
might see a reduction in the northward flux of warm near-
surface waters in the North Atlantic to maintain mass bal-
ance (that could be the cause of the NADW reduction), 
and would result also in the cooling of North Atlantic high 
latitudes.

Temperature and salinity analysis of the Atlantic Me-
ridional Overturning Circulation (AMOC) using a sedi-
ment core south of Iceland,  where the Faroe and Irmingen 
currents branch out of the North Atlantic current, shows 
that episodes of warm saline sub-thermocline conditions 
are centered at 0.3 (B1),  1.0, 2.7 (B2) and 5.0 (B3) kyr 
ago, coinciding with known climatic perturbations in the 
North Atlantic region (Thornalley et al. 2009; Fig. 5.4b). 
The authors show evidence that the increased salinity, 
temperature, and water stratification, at times of abrupt 
climate change, are due to an increase in the Atlantic in-
flow of warmer saline subtropical gyre waters at the ex-
pense of the fresher and colder subpolar gyre waters. They 
interpret it as a negative feedback from the subpolar gyre, 
that stabilized the AMOC, at times of freshwater inputs, 
particularly during the early Holocene when the ice sheets 
were still melting rapidly, and at the 8.2 kyr event when 
the outbreak of proglacial Lake Agassiz took place (Thor-
nalley et al. 2009; Fig. 5.4b). They propose solar variabil-
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ity as the forcing behind these oscillations. The increased 
salinity of the Atlantic inflow observed at the times of re-
duced NADW formation identified by Oppo et al. (2003; 
Fig. 5.4a) may have limited the reduction, or helped restart 
a stronger AMOC.

Andrews (2009) analyzed the distribution of foreign 
mineral species by drift ice in Icelandic shelf waters. 
While drift ice has been increasing in the past 6,000 years 
of Neoglacial conditions off Northern Iceland, the de-

trended data supports the existence of a 2500-year climatic 
periodicity. Periods of high drift ice coincide with the lows 
of the Bray cycle (Andrews 2009; Fig. 5.4c). As is the case 
with the Bond series,  there is variability in drift ice re-
cords, since some cold events do not belong to the Bray 
sequence.

A more detailed look at millennial-scale oceanic 
transport changes that took place at the Iceland–Scotland 
Ridge further confirms the oceanic c.  2500-year cycle. 
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Fig. 5.4 Holocene North Atlantic and Arctic oceanic currents changes
a) Benthic Cibicidoides wuellerstorfi !13C variations, at a marine sediment core in the subpolar NE Atlantic, record total CO2 !13C varia-
tions in bottom waters, as a proxy for !13C-rich North Atlantic deepwater (NADW) contribution. The lows in the Bray cycle (vertical 
bars), correspond to periods of reduced NADW contribution. After Oppo et al. (2003). b) Salinity reconstruction (in practical salinity 
units) at the base of the thermocline by paired Mg/Ca–!18O measurements from Globigerina inflata from a marine sediment core south of 
Iceland. During the early Holocene, the sub-thermocline was saltier, but underwent a freshening at a time when the ice sheets were still 
contributing meltwater. The glacial freshwater discharge event of 8.2 kyr ago can be recognized. Warm saline sub-thermocline conditions 
took place at 0.3, 1.0, 2.7 and 5.0 kyr ago, coinciding with known climatic perturbations in the North Atlantic region. After Thornalley et 
al. (2009). c) Quantitative wt% mineralogical (quartz and feldspars) detrended variations from 16 cores from the Iceland shelf (thin line), 
as a proxy for drift ice from the Arctic Ocean and East Greenland, fitted to a fourth-order polynomial (thick line). Five peaks in residuals 
from the data are defined by the 2500-year cycle. After Andrews (2009). d) Detrended (grey) and smoothed (black) Gephyrocapsa muel-
lerae abundance (nº x 108/g) record as a proxy of warmer Atlantic water flow through the Iceland–Scotland strait of the Nordic Seas 
from a sediment core off Norway. The fall in abundance during some Bray lows and particularly the LIA (B1) might be due to North 
Atlantic summer waters being too cold for this warm-loving species. After Giraudeau et al. (2010).
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Fig. 5.5 Holocene Northern Hemisphere precipitation changes
a) Holocene mid-European lake-level reconstruction from a data set of 180 radiocarbon, tree-ring and archaeological dates of higher and 
lower lake-level events based on multiple lines of evidence, obtained from sediment sequences of 26 lakes in the Jura mountains, the 
northern French Pre-Alps and the Swiss Plateau. The score indicates how well registered the lake-level event is, not its intensity. With a 
resolution of 50 years, episodes of higher lake-level are defined by a collapse of lower lake-level scores followed by a peak in higher 
lake-level scores. After Magny (2004). b) Winter precipitation reconstruction at Bjørnbreen glacier in Jotunheimen, southern Norway. 
Precipitation is reconstructed from the known relation between variations in the equilibrium line altitude (ELA, the boundary between the 
ablation and accumulation areas) and mean July temperature variations reconstructed from palynological data. Winter precipitation is 
more important than summer temperature for glacier expansion episodes. After Matthews et al. (2005). c) Holocene summed probability 
plot for Spanish fluvial system paleofloods, fine to medium sands deposits on the sides of narrow bedrock canyons that resulted from 
floods of similar or greater magnitude to those of the largest floods recorded in the instrumental series and are considered evidence of 
past extreme floods. After Thorndycraft & Benito (2006). d) Irish bog-grown oaks (Quercus spp., thin line) and pines (Pinus sylvestris L., 
thick line) frequency (inverted scale) during the Holocene as evidence of changes in moisture delivery to Ireland. Under humid condi-
tions trees were unable to grow on wetter bogs. After Turney et al. (2005). e) 25-year average sedimentary varve thickness record at a 
marine core in the Santa Barbara Basin as a proxy for annual rainfall in the area. Thin line represents lowpass filter to emphasize millen-
nial scale fluctuations. Data is missing around the 8.2 kyr event when the basin entered a bioturbated non-varved interval similar to gla-
cial stadials. After Nederbragt & Thurow (2005). f) 5-year-resolution !18O isotope record from Dongge Cave (southern China) stalagmite 
DA as a proxy for the strength of the Asian monsoon over the past 9000 years. After Wang et al. (2005).



Abundance of coccolith species in a marine core off Nor-
way reflects major Holocene changes in Atlantic water 
transfer to the Nordic Seas with a 2500-year periodicity 
(Giraudeau et al. 2010; Fig. 5.4d). This proxy depends on 
the increased supply of warm-loving coccolith species 
from the North Atlantic with an enhanced advection of 
warm Atlantic waters, but when the North Atlantic be-
comes itself too cold the abundance of this species col-
lapses, as can be clearly seen at B1, B4, and B5, and the 
proxy no longer reports Atlantic water flux correctly (Fig. 
5.4d). Millennial-scale Holocene episodes of increased 
advection of heat by Atlantic waters off Norway are asso-
ciated with enhanced winter precipitation over Scandina-
via, increased sea-salt fluxes over Greenland, and 
strengthened wind over Iceland. Thereby suggesting 
common atmospheric forcings,  including the location and 
intensity of the westerlies and the associated changes in 
mid- to high-latitude pressure gradients. Such atmospheric 
processes are thought to explain the observed coupling 
between periods of excess drift ice delivery to Northern 
Iceland (Andrews 2009; Fig.  5.4c),  and intervals of maxi-
mum inflow of warm Atlantic water to the Norwegian Sea 
(Giraudeau et al.  2010; Fig.  5.4d) throughout the last 
11,000 years.

5.6 The hydrological 2500-year climate 
cycle
Precipitation is affected by multiple factors,  and in many 
cases determined by regional or even local climatic and 
weather patterns. It is clear however that the atmospheric 
reorganization that accompanies the 2500-yr Bray climate 
cycle is reflected in precipitation changes in several loca-
tions. For decades Michel Magny has been studying Holo-
cene mid-European lake level fluctuations and their impact 
on prehistoric human settlements (Magny 2004). His re-
search shows very clearly the impact of Holocene climatic 
change. There is a general trend to increasing dryness dur-
ing the Neoglacial, after a wetter HCO. Overlapping this 
general trend attributable to Milankovitch forcing, the 
2500-year cycle is characterized by strong transitions from 
low to high lake levels (Magny 2004; Fig. 5.5a), indicating 
greatly increased precipitation at the lows of the Bray cli-
matic cycle in this European sub-region.

A winter precipitation reconstruction from Norway's 
coastal glaciers shows periods of increasing precipitation 
at the lows of the Bray cycle (Matthews et al. 2005; Fig. 
5.5b). Besides feeding glacier advances at these times 
(Fig. 5.2a), the Norway glacier-derived winter precipita-
tion record matches almost exactly the Norway marine-
derived Atlantic warm-water inflow record (Fig. 5.4d), 
supporting a causal relationship.

Spanish fluvial chronology also supports a 2500-year 
cycle in precipitation (Thorndycraft & Benito 2006; Fig. 
5.5c). Three of the five main flooding periods highlighted 
by the authors coincide with B1, B2, and B5 lows in the 
Bray cycle. In addition, B3 and B4 lows are also charac-
terized by significant episodes of slackwater floods or pa-
leofloods, that record periods of increased flood frequency 
related to Holocene climatic variability (Thorndycraft & 
Benito 2006; Fig. 5.5c). They are fine-grained sediments 
produced by large magnitude floods,  preserved in valley 
side rock shelters in bedrock gorge reaches. The last 1300 

years register a large increase in the frequency of floods in 
Spanish rivers. The authors propose an increased preserva-
tion potential and/or increased human impact on the land-
scape as likely cause.

Holocene Ireland hydrology has been reconstructed 
from oaks and pines collected from bogs. These trees,  ac-
curately dated through dendrochronology (oaks) and 
carbon-dating (pines), provide a record of dry conditions 
when the decreased water table levels allowed the coloni-
zation of these marginal environments by trees (Turney et 
al. 2005). Although Ireland hydrology shows a complex 
pattern over an increasingly wet Neoglacial trend, lows in 
the Bray cycle are associated with periods of increased 
precipitation (Fig. 5.5d). This is in contrast with a Neogla-
cial drying trend over much of the rest of Europe and the 
world

The hydrological changes caused by the 2500-year 
climatic cycle are not restricted to the North Atlantic re-
gion. The same pattern can be found in the Santa Barbara 
Basin (California), reflected in varve thickness variability, 
that is known to depend on annual precipitation, and in-
versely correlates with wind strength (Nederbragt & 
Thurow 2005). The described c. 2750-year cycle in varve 
thickness correlates very well with the Bray climate cycle 
(Fig. 5.5e), with periods of higher varve thickness (in-
creased precipitation) at the Bray lows.

A high-resolution record of the strength of the Asian 
monsoon was obtained from oxygen isotopic analysis of 
stalagmite “DA” in Dongge Cave (China; Wang et al. 
2005). The record supports episodes of monsoon weakness 
(dryness) at every one of the Bray lows, most of them 
highlighted by the authors of the work (Fig. 5.5f). Most of 
the centennial and millennial variability in the Asian and 
Indian monsoons has traditionally been linked by multiple 
authors to solar variability (Wang et al. 2005; Neff et al. 
2001).

5.7 The temperature 2500-year cycle
Although temperature variations should not dominate cli-
mate change analysis, they are an important indicator of 
abrupt climatic changes, and therefore one would expect to 
find traces of the 2500-year climatic cycle in temperature 
proxy records. In the previous chapter (Sects. 4.2 & 4.4) a 
global temperature reconstruction based on 73 global 
proxies selected by Marcott et al.  (2013) was presented. In 
this global temperature reconstruction every low of the 
Bray cycle coincides with a period when temperatures 
were experiencing a significant decrease when compared 
to the previous trend (Fig. 5.6a). Even B5, when the world 
was still experiencing the fast warming that led to the 
HCO, shows a significant departure from the warming 
trend of the previous centuries.

The global temperature reconstruction in figure 5.6a 
reflects global temperature changes and is not dominated 
by Northern Hemisphere records. This is confirmed by the 
Rosenthal et al. (2013) reconstruction of intermediate wa-
ter temperatures at the equatorial Indo–Pacific Warm Pool, 
the warmest oceanic region in the world (Fig.  5.6c). Their 
reconstruction displays a very similar profile to the global 
reconstruction presented here (compare Fig. 5.6a and c), 
and shows that every Bray cycle low coincides with a sig-
nificant downward departure from the general temperature 
trend.  This is confirmed also by the finding in the same 
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Fig. 5.6 Holocene temperature proxies and reconstruction
a) Global average temperature reconstruction from 73 proxies as in Marcott et al. (2013), using proxy published dates, and differencing 
average, with temperature expressed as distance to the mean in standard deviations (Z-score), as discussed in Sect. 4.4. b) Earth’s axis 
obliquity is shown to display a similar trend to Holocene temperature. c) Holocene reconstruction of intermediate-water temperature at 
500 m depth from a suite of sediment cores in the Makassar Strait and Flores Sea in Indonesia, at the Indo–Pacific Warm Pool. Tempera-
ture expressed as anomaly relative to the temperature at 1850–1880 CE. Shaded bands represent ±1'. After Rosenthal et al. (2013). d) 
Thin line, right scale, sea surface temperature reconstruction at the Davao Gulf, south of Mindanao, from Mg/Ca levels in the surface 
foraminifer Globigerinoides ruber. Dark grey band (left scale) corresponds to the 2000–3000 years band-pass filter of the detrended data, 
with the light grey area the 90% confidence level. After Khider et al. (2014). e) Holocene variations in subtropical Atlantic SST from 
marine sediment core 658C. The record documents a well-known shift in African monsoonal climate at 5.5 kyr, when changes in the 
earth’s orbit displaced the African monsoon southward, bringing much drier and warmer conditions to subtropical Africa and ending the 
African Humid Period. Superimposed on this trend are millennial-scale SST variations coherent with some of the North Atlantic ice-
rafting events defined by Bond et al. (2001), including the lows of the Bray cycle (vertical bars). After de Menocal et al. (2000). f) Ice-
rafted debris stack (inverted) from four North Atlantic sediment cores. The authors proposed that the increase in iceberg activity in the 
North Atlantic is tied to the increase in cold water advection from the Arctic and Nordic seas. After Bond et al. (2001).



area (south of Magindanao) that Holocene SST display 
variability in the 1000, 1500, and 2500 periodicities, and 
the 2500 periodicity coincides very well with the Bray 
cycle (Khider et al. 2014; Fig. 5.6d). Khider et al. measure 
the water surface temperature changes associated with the 
Bray cycle at the Indo–Pacific Warm Pool as 0.3 °C, and 
calculate a climate sensitivity to millennial solar cycles of 
9.3–16.7 °C/Wm–2,  an order of magnitude higher than the 
estimated sensitivity to the 11-year solar cycle.

Temperature proxies at the West African Sea indicate 
that SST was over 2 °C lower during the African Humid 
Period (de Menocal et al. 2000; Figs.  4.8 and 5.6e). After 
it ended, the lack of precipitation due to the southward 
displacement of the African monsoon produced an abrupt 
warming of the sea surface before joining the global cool-
ing trend of the Neoglacial. Within this complex general 
pattern, the lows of the Bray cycle are once more associ-
ated with a significant temporal reduction in SST  (Fig. 
5.6e).

A more complete analysis of SST  in the tropical 
oceans and the North Atlantic region, the Mediterranean, 
and Red Sea, was performed by Rimbu et al. (2004),  using 
18 alkenone records. The principal mode of variability 
reflects Milankovitch forcing, delayed in the case of the 
North Atlantic by the melting of the ice sheets. The secon-
dary mode of variability (principal temporal component 
from the second empirical orthogonal function) shows in 
both regions as a c. 2300-year cycle that agrees well with 
the Bray cycle (Rimbu et al. 2004; Fig. 5.7). The main 
disagreement is with B4 due to the 8.2 kyr event, that af-
fected SST in the North Atlantic as early as 8.4 kyr BP, but 
seems to have had a delayed effect in the tropics around 
8.1 kyr BP. As discussed below (Sect. 5.9), B4 constitutes 
a gap or weakening in the Bray sequence that is reflected 
in both solar and climate records. By analogy with the 

instrumental period records and the analysis of a long-term 
integration of a coupled ocean-atmosphere general circula-
tion model,  Rimbu et al. (2004) suggest that the AO/NAO 
is one dominant mode of climate variability at millennial 
time scales. This conclusion agrees well with the other 
evidence shown here for the Bray climate cycle.

The Bond record of drift-ice petrological deposition in 
the North Atlantic is also generally considered to correlate 
to colder conditions in the North Atlantic region that favor 
more frequent southward moving icebergs (Bond et al. 
2001). Most, if not all, Bond events have been linked to 
cooling and abrupt climate change outside the North At-
lantic area. The Bond record also reflects the 2500-yr Bray 
cycle as the lows in the Bray cycle coincide with Bond 
events 0 (LIA), 2a, 4a, 5a, and 7 (Fig. 5.6f).

We can conclude that the 2500-year Bray climate cy-
cle is very well established in the proxy record of past 
climate changes in the North Atlantic region,  but affects 
the entire planet. It is the most important climatic cycle of 
the Holocene. Although the Bray climate cycle is present 
in the chemical record of Greenland ice cores, it is not 
easily seen or, maybe, absent in the Greenland and Antarc-
tic ice core temperature records. This is one of the reasons 
why it has been ignored for so long despite being present 
in multiple proxies and recognizable since 1912. Paleo-
climatology has come to depend too much on the very 
reliable and precisely dated polar ice cores at the expense 
of the often contradictory, unreliable, and imprecisely 
dated climate proxies. This has had the result that what-
ever is not prominently displayed in polar ice cores is dis-
regarded. Another complicating factor is that the Bray 
cycle is not the only cause of climate change during the 
Holocene and thus proxies are full of signals whose origin 
is often difficult to ascertain, creating much confusion 
among researchers that results in contradictory reports.
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Fig. 5.7 Holocene millennial-scale sea-surface temperature variability
a) and c) Marine sediment core positions for the 10 North Atlantic–Mediterranean–Red Sea cores and the 8 tropical region (25°S to 
25°N) cores analyzed, respectively. b) and d) Time coefficient (Principal Component Analysis) for the second empirical orthogonal func-
tion of the alkenone-based SST variability. The dominant modes of North Atlantic (b) and tropical (d) Holocene SST display a 2.5 kyr 
cycle linked to the strength of AO/NAO during the Holocene, showing that this cycle has a global character. After Rimbu et al. (2004).



5.8 The solar variability 2500-year 
cycle
Radiocarbon dating was developed by Willard Libby in 
1952 based on the idea that biological carbon samples that 
reflected atmospheric 14C/12C proportion at the time they 
were alive would progressively become 14C depleted due 
to the isotope’s radioactive decay, and thus would provide 
a clock to measure elapsed time. But Libby warned that 
there was no guarantee that the 14C/12C ratio had been con-
stant in time. Therefore, a considerable effort has been 
ongoing since the 1960s to determine the proportion of 14C 
in the atmosphere over past millennia. The resulting cali-
bration curve (Fig. 5.8) is used to convert radiocarbon 
dates into real time dates. But the radiocarbon clock does 
not run at a constant speed as the real-time clock does. 
There are times when the radiocarbon clock runs faster 
and times when it runs slower, creating bumps in the cali-
bration curve (Fig. 5.8, ovals and arrowheads). That the 
radiocarbon clock runs faster (vertical-axis values de-
crease faster in Fig. 5.8), implies that the 14C/12C ratio is 
deviating upwards, as samples with more 14C are more 
recent. This means that either 14C is being produced at a 
higher rate, or total CO2 is decreasing while 14C is not. 
Most scientists believe the first explanation contributes 
more to the observed changes because the proportion of 

14C is so small in the atmosphere (c. 10–12) as to require 
very large changes in total CO2 to produce the alterations 
that can be explained by small increases in 14C. And we 
know from ice core records that CO2 changes have been 
relatively small during the Holocene. A carbon cycle 
model has been used since the late 1970s to account for 
the effect of CO2 variations on radiocarbon dating. Thus, 
the best explanation for the acceleration observed in the 
radiocarbon clock is that the 14C production rate from 
cosmic rays in the atmosphere increased due to a decrease 
in the solar magnetic flux that takes place when the Sun is 
in a prolonged period of low activity known as a solar 
grand minimum (SGM). This conclusion is supported by 
the same variability shown by a different cosmogenic iso-
tope, 10Be, whose deposition does not depend on the car-
bon cycle.

From the early 14C production data available in the 
late 1960s Roger Bray noticed a correspondence between 
climate change and radiocarbon production (Bray 1968), 
thus defining both a climate cycle and a solar variability 
cycle. This caused him to propose that changes in solar 
activity were responsible for the climatic changes. The 
solar cycle can be clearly seen in the radiocarbon data 
from the c.  2500 year spacing of higher 14C production at 
12,650,  10,200, 5,250, 2,700, and 500 BP, corresponding 
to all the Bray lows in the Holocene and Younger Dryas 
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Fig. 5.8 2500-year periodicity in the radiocarbon calibration curve
The radiocarbon calibration curve (IntCal13) is unrelated to climate change and obtained through the efforts of hundreds of researchers 
over decades to provide an accurate way of measuring the time elapsed since a biological sample stopped living. The calibration curve 
presents periods of time in the past, when there was a noticeable deviation from linearity (ovals and arrowheads). Five of those periods 
(ovals) are separated by multiples of c. 2500 years delimitating a 14C cycle. Solar activity reconstruction from cosmogenic 10Be and 14C 
isotopes shows that those periods correspond to periods of unusually high isotopic production interpreted as solar grand minima, like the 
Spörer and Maunder minima. Those periods correspond precisely to the lows of the Bray climate cycle (blue bars). Insets show the radio-
carbon response to the lows of the Bray cycle from IntCal13, and display the published orientation, with more recent to the left, opposite 
to the figure. After Reimer et al. (2013).



except B4, that lacks a similarly noticeable 14C production 
signature (Fig. 5.8 ovals).

The Bray solar cycle was again identified by Jan 
Houtermans in his PhD thesis of 1971, and has since been 
confirmed multiple times independently. The missing B4, 
that should have occurred around 7.8 kyr BP, the very low 
solar activity at around 8.3 and 7.3 kyr BP, the presence of 
other periods of very high 14C production between 11.5 
and 9 kyr BP (Fig. 5.8 arrowheads), together with a shorter 
period for the 2700–500 BP oscillation are factors that 
have contributed to different studies differing in the length 
of the Bray solar cycle between 2200 and 2600 years de-
pending on the methodology used. Table 5.1 gives the cor-
rect central dates for the lows of the Bray cycle, and its 
periods length. The shortness of the last period, with only 
2,200 years, is exceptional, as most periods appear to be 
between 2400–2600 years. This type of variability, and the 
absence of some oscillations is not unusual in solar vari-
ability, and the 11-year solar cycle presents a proportion-
ally bigger variability (9–14 years), and missed several 
oscillations between 1650 and 1700.

In the late 1980s Sonett and Damon, despite being 
aware of Bray's and Houtermans' studies,  decided against 
established custom not to name the cycle after its discov-
erer, but as Hallstattzei (later Hallstatt) for a late Bronze–
early Iron cultural transition in an Austrian archeological 
site during the cycle’s B2 minimum, 2800 years ago. The 
inappropriateness of a human cultural name from a par-
ticular period for a solar cycle that has been acting for tens 
of thousands, and probably millions of years (Kern et al. 
2012), plus the injustice of ignoring its discoverer, demand 
that the cycle be properly renamed as the Bray cycle.

One peculiarity of the 2500-yr solar cycle is that it 
modulates the amplitude and phase of the 210-yr de Vries 
solar cycle (Sonett 1984; Hood & Jirikowic 1990). The 
amplitude of the de Vries cycle is maximal at the lows of 
the Bray cycle (Fig. 5.9), and minimal at mid-time be-
tween lows, to the point of becoming imperceptible. This 
modulation has been known since 1984, but its cause is 
unknown. It demonstrates however that the 2500-yr and 
210-yr solar cycles are not independent, and since the 210-
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Bray Low Date (BP) Period (yr)

B9 c. 20,500 –
B8 c. 17,500 3,000
B7 c. 15,000 2,500
B6 12,650 2,350
B5 10,200 2,450
B4 – (2,475)
B3 5,250 (2,475)
B2 2,700 2,550
B1 500 2,200

Average 2,500

Table 5.1 Dates and periods for the 2500-year Bray cycle 
from cosmogenic isotope production rates
Central dates for the Spörer-type solar grand minimum that 
marks Bray cycle lows are given in the central column rounded 
to the nearest half century. Period length is calculated from cycle 
lows, and length between B5 and B3 is divided in two and 
shown in parentheses.

Fig. 5.9 Modulation of the de Vries 
cycle by the Bray cycle
a) Sunspot activity reconstruction 
from 14C data. Vertical blue bars 
show the position of Bray cycle lows. 
b) Wavelet spectrum of data in (a). 
Upper and lower panels correspond 
to period ranges of 500–5000 years 
and 80–500 years. Dark/light shading 
denotes high/low power. Circles 
show accumulation of the 210-yr 
signal close to the lows of the Bray 
cycle, indicating the 2500-yr cycle 
modulates the 210-yr cycle. c) 2D 
frequency spectra corresponding to 
(b). Red horizontal lines mark the 
position of the 2500 and 210 signals 
in (b) and (c). Reproduced from Uso-
skin (2013) with permission. © Uso-
skin (2013) CC BY-NC 3.0.
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Fig. 5.10 Modulation of the short solar cycles during the telescope era
Sunspot number (black curve, from 1700) reconstructed back to AD 1610 using sunspot groups. Sinusoidal curve, empirical fitted func-
tion for the centennial solar cycle with a period of 103 years described by Tan (2011). The centennial cycle (thick orange curve) presents 
minima of decreasing intensity at 1700, 1805 (SC5), 1910 (SC14), and 2015 (SC24), going from the millennial low at c. AD 1600 to the 
millennial high at c. AD 2100. The pentadecadal cycle is also shown as thick shorter bars between the centennial lows. The modulation of 
the de Vries cycle (thick dark red curve) can also be seen as the low of c. AD 1675 is much lower than the low of c. AD 1885. It can be 
expected that the low of c. AD 2095 should have even less effect. Thus, moving forward from the Bray low at c. AD 1500, we see more 
solar activity at each successive centennial and bicentennial lows.

Fig. 5.11 The Bray cycle during the last glacial maximum
a) GISP2 !18O Greenland temperature proxy on GICC05 timescale (after Seierstad et al. 2014), 80-yr averaged, for the period 10–22.5 
ka. b) 14C production rate (H82 speleothem, grey line) and 10Be flux (black line), normalized to display only the variability in the 180–
230 yr band to capture the solar de Vries cycle (210 yr). After Adolphi et al. (2014). Due to the modulation of the de Vries cycle by the 
Bray cycle, periods of maximum de Vries variability correspond to the lows of the Bray cycle, and are spaced by c. 2500 years, generally 
coinciding with cooler periods in Greenland. Those positions also correspond to peaks in 14C production rate produced by solar grand 
minima. GI, Greenland interstadial.



yr de Vries solar cycle is better known for being present in 
the sunspot record,  it constitutes strong evidence for the 
2500-yr solar cycle.

This property of some of the short solar cycles, of 
being modulated by the long cycles can be observed in the 
sunspot record of the past 350 years, where we observe 
that both the de Vries and centennial cycle lows display 
progressively more activity as we get farther away from 
the Bray and millennial (Eddy) lows, becoming less con-
spicuous with time (Fig. 5.10). This is how solar activity 
has been increasing for the past 400 years,  by reducing the 
periods of below average activity, due to this modulation.

The de Vries cycle modulation by the Bray cycle al-
lows the identification of its lows during the last glacial 
period,  when drastic climatic changes obscured the c 
2500-year climatic cycle, and made the cosmogenic record 
less reliable.  Adolphi et al.  (2014), isolated the 180–230-
year signal containing the de Vries cycle in ,14C produc-
tion and 10Be flux data between 22.5 and 10 kyr BP. This 
signal displays the 2500-year Bray cycle modulation, al-
lowing the identification,  albeit less precisely, of the posi-
tion of Bray lows B7–B9 (Fig. 5.11; table 5.1) at c. 15, 
17.5,  and 20.5 kyr BP. If correct, these dates support a 
periodicity for the Bray solar cycle between 2450–2500 
years, further substantiating its close association with the 
climatic cycle that also appears closer to 2500 than 2400 
years. The authors also propose that,  during the Last Gla-
cial Maximum, solar minima correlate with more negative 
!18O values in ice (lower temperatures) and are accompa-
nied by increased snow accumulation and sea-salt input 
over Central Greenland (Adolphi et al. 2014; Fig. 5.11). 
This supports the idea that the Bray climate cycle also acts 
during glacial periods.

SGM do not occur randomly distributed along the 
cosmogenic record, but tend to happen in clusters. The 
existence of these clusters of SGM separated by multiples 
of 200 years has long been known, and the Oort–Wolf–
Spörer–Maunder cluster of the past millennium is the last 
example. Other clusters have taken place at different times 
during the Holocene (Versteegh 2005). Usoskin et al. 
(2016), after reconstructing solar activity for the past 9000 
years, showed that SGM tend to be closely related with the 
Bray cycle, being more numerous during its lows (Fig. 
5.12b). They propose that the solar dynamo switches be-
tween a normal mode and a grand minimum mode, and 
that the probability of this switch is modulated by the Bray 
cycle. Given that SGM in clusters tend to be spaced at 
multiples of 200 years we could add that the combination 
of a low in the 2500-yr Bray solar cycle and a low in the 
210-yr de Vries solar cycle must greatly enhance the prob-
ability of the sun entering a grand minimum. As reviewed 
in chapter 8, the lows of the 1000-yr Eddy solar cycle also 
tend to be associated to SGM.

5.9 2300-year Hallstatt versus 2500-
year Bray
Proper characterization of the 2500-yr solar Bray cycle 
faces a difficult problem from the unlikely coincidence of 
an unfortunate set of circumstances. Most authors have 
described this cycle as a 2300-yr cycle, and that periodic-
ity is incompatible with the 2500-yr cycle described here. 
Some authors report it as a 2400-yr cycle due to an averag-
ing of both periodicities. The dates given in table 5.1 for 
the lows of the Bray cycle are consistent with multiple 
lines of evidence: their increase in 14C production rate 
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Fig. 5.12 Solar grand minima clustering at the lows of the 
Bray cycle
a) Holocene solar activity (sunspots) reconstruction from 14C 
data after Solanki et al. (2004) between 11.4–8.7 kyr BP, and 
after Wu et al. (2018), from 8.7 kyr BP. Blue bars indicate the 
lows of the Bray cycle. Black boxes correspond to solar grand 
minima close to the lows of the Bray cycle, with their names or 
initials after Davis (1994). Orange bars correspond to some of 
the lows of the c. 1000-year Eddy solar cycle, with only the lows 
at 8.3 (E9) and 7.3 (E8) kyr BP numbered. This figure illustrates 

the difficulty of correctly identifying B4, a cause for the variable length assigned to the cycle by different numerical analyses. b) Prob-
ability density function (PDF) of the time of occurrence of grand minima relative to the time of occurrence of the nearest low of the Bray 
cycle, by superposed epoch analysis, after Usoskin et al. (2016). The times of occurrence of the lows of the Bray cycle were defined by 
considering the average of two second singular spectrum analysis components of the sunspot number reconstruction from 14C and 10Be, 
and are indicated by the numbers in the figure. They are very close to the dates given in table 5.1.



(Fig. 5.8); their strong climatic effect that results in the 
Holocene's most prominent climate cycle (Figs. 5.2 to 5.7, 
& Chap. 6); and for their modulation of the 210-yr de 
Vries solar cycle (Figs. 5.9 & 5.11). However instead of 
producing this periodicity, every frequency analysis of 
cosmogenic isotopes datasets,  like IntCal 13, or solar ac-
tivity reconstructions produces an alternative periodicity 
of 2300 years. The reasons for this are the following:

• The missing B4 low. The absence or very weak 
nature of this low is really a problem for the correct 
identification of the Bray cycle, given its length (only 
four possible periods in the Holocene). There are two 
periods of low solar activity close in time from where 
B4 should be, one at 8.3 kyr BP and one at 7.2 kyr BP, 
both belonging to the millennial frequency. Climate 
proxies tend to chose the low at 8.3 for their cycle low, 
because of the strong climatic effect of the 8.2-kyr 
event.  Solar proxies chose the low at 7.2 as it is associ-
ated to a stronger set of solar grand minima. This creates 
further confusion as the climate cycle might appear 
2600-year long (Fig. 5.3a & b),  while the solar cycle 
appears 2300-year long.

• The shortest period in the irregular Bray cycle was 
the last one,  with only 2.2 kyr between B2 at 2700 BP 
and B1 at 500 BP. The combination of a missing mini-
mum and a very short period prevents frequency analy-
sis from giving a strong signal in the 2500-yr frequency.

• The existence of an alternative periodicity that start-
ing from the short B1–B2 period builds a cycle with a 
shorter periodicity that continues through the gap at B4. 
This is the periodicity that is being found at every time 
series analysis of solar activity (Fig.  5.13). Some evi-
dence however indicates that it is a spurious periodicity, 
an unhappy coincidence that might have confused solar 
researchers for decades.

So how do we know which one is the correct periodic-
ity? Both periodicities depend on the Homer grand mini-
mum at 2700 BP for lack of alternatives, but earlier on 
they must depend on different solar grand minima (SGM) 
to produce the different periodicities (Fig.  5.13). Several 
lines of evidence support the 2500-yr periodicity, despite 
being more irregular during the last 10,000 years.

The 2500-yr periodicity is based on homogeneous 
SGM. B6, B5, B3, B2, and B1 are all Spörer-type SGM, 
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Fig. 5.13 Solar cycle periodicity: 2500 versus 2300 years
a) IntCal 13 atmospheric 14C isotope variability curve for the period 0 to 13,000 yr BP on an inverted +14C scale. Identified lows in the 
2500-year Bray periodicity (B1 to B6 highs in 14C production) are shown by their solar grand minima (SGM) within rectangles with their 
separation in years indicated on top. The set of lows producing the 2300-year Hallstatt periodicity (H1 to H5) are shown by their SGM 
within ovals with their separation in years indicated on bottom. Vertical dashed lines indicate missing SGM at some lows on both perio-
dicities. b) Comparison of the SGM at the lows of both periodicities highlighting the homogeneity of the Bray periodicity SGM, com-
posed entirely by Spörer-type SGM, versus the heterogeneity of the Hallstatt periodicity SGM, with a Maunder-type SGM (H3), and an 
atypical SGM (H4).



characterized for lasting c. 200 years (longer than 
Maunder-type SGM), and displaying a 20‰ increase in 
14C production (Fig. 5.13b). Therefore the 2500-yr Bray 
solar cycle is characterized by the presence of Spörer-type 
SGM at its lows. By contrast 2300-yr Hallstatt periodicity 
SGM are heterogeneous, including Maunder-type SGM or 
even shorter (H3, H4; Fig. 5.13b), with variable changes in 
14C production rates.

All the minima in the 2500-yr Bray cycle for the past 
11,000 years (not counting the missing B4), correspond to 
some of the more intense periods of abrupt climate change 
in the Holocene known to us (reviewed in Chap. 6). By 
contrast,  the 4.7 kyr ACE that corresponds to H3, although 
recognizable in climate proxy records (see Fig. 4.18 & 
table 4.1) is so unremarkable that it is mostly unknown 
and seldom mentioned in the scientific literature. The 
9.6 kyr increase in 14C production corresponding to H5 in 
the Hallstatt periodicity poses an even bigger challenge. It 
shows a 28‰ increase in 14C production, by far the biggest 
within the Holocene. Yet most detectable climatic changes 
occur later and appear to be associated to the SGM taking 
place at 9.3 kyr BP (see Fig. 4.18 & table 4.1), that is part 
of the millennial periodicity. The contrast between the 
huge increase in 14C production and the lack of synchro-
nous detectable climate effect is so remarkable that it is 
possible that the great increase in 14C is not due to a corre-
sponding decrease in solar activity but to an increase in 
galactic cosmic rays. A know source of galactic cosmic 
rays took place in the early Holocene, although its dating 
is highly uncertain. It was the formation of the Vela super-
nova, that according to Sushch & Hnatyk (2014), has a 
hydrodynamical age of 7–12,000 yr. It is tempting to think 
that the biggest cosmic ray increase in the Holocene that 
has no coeval significant climate change was not due to 
decreased solar activity, but to a nearby supernova.

The Hallstatt 2300-yr periodicity ends at 9.5 kyr BP. 
Most studies of this periodicity use a too short record to 
detect its ending. Weiss & Tobias (2016) use 9,400 years; 
Vasiliev & Dergachev (2002) use only 8,000 years; Beer et 
al. (2017) go up to 10,000 years. Figure 5.13 shows that 
there is no suitable SGM for the 2300-yr periodicity after 
9.5 kyr. This is further confirmed by wavelet analysis of 
the last 13,000 years of IntCal13 that shows the 2300-yr 
frequency absent prior to 12 kyr BP (not shown). By con-
trast it has been shown here that the 2500-yr periodicity is 
detectable in cosmogenic records from at least 20.5 kyr BP 
with that periodicity (Figs. 5.8 and 5.11).

The last line of evidence comes from the ability of the 
2500-yr cycle to modulate the 210-yr cycle (Fig. 5.9; see 
also Fig. 8.11g). The low of the 2300-yr periodicity at 
7.2 kyr BP (H4 in Fig.  5.13) fails to show the high ampli-
tude 210-yr oscillations that characterize the lows of the 
long solar cycle (Beer et al. 2017; Fig. 5.9). This indicates 
that the H4 low does not belong to the Bray solar cycle. 
Actually the 7.2 kyr minimum in solar activity belongs to 
the millennial Eddy solar cycle, that does not display a 
modulation of the 210-yr solar cycle and that will be re-
viewed in chapter 8.

The three reasons listed at the beginning of this sec-
tion,  and the four lines of evidence above support that the 
correct periodicity for the irregular Bray solar cycle is 
2500 years.  This makes the Bray climate cycle and the 
Bray solar cycle coincident, both with a weak low at the 
8th millennium BP. Time series analysis is notoriously 

prone to errors,  but it might be difficult to accept by many 
that the clear 2300-yr periodicity in solar proxies is not the 
real periodicity but the result of an unfortunate set of coin-
cidences. Looking beyond the numerical result into the 
nature of the data and extending the analysis to data before 
the Holocene should help accept the reported result. For as 
long as the wrong 2300-yr periodicity is retained, it will be 
very difficult to find the cause of this solar cycle and to 
elucidate its climatic effects as we will be looking at the 
wrong times.

5.10 The solar–climate relationship
Given the strength of the correlation between past cycles 
of climate change, and cycles in the production and depo-
sition of cosmogenic isotopes, like the Bray cycle, the 
solar–climate relationship is accepted in paleoclimatology 
as non-controversial. Sixteen of twenty-eight (57%) arti-
cles whose climatic evidence has been reviewed in this 
chapter's figures explicitly state that changes in solar forc-
ing are likely to be the cause of the observed climatic 
changes, and only one explicitly rules them out. Then, why 
is the solar–climate relationship so controversial outside of 
the paleoclimatology field?

“The reality of the Maunder Minimum and its impli-
cations of basic solar change may be but one more defeat 
in our long and losing battle to keep the sun perfect, or, if 
not perfect,  constant, and if inconstant, regular. Why we 
think the sun should be any of these when other stars are 
not is more a question for social than for physical sci-
ence” (Eddy 1976).

There are three main objections that opponents of the 
solar–climate theory raise,  and two of them will be re-
viewed here, as they are pertinent to the Bray cycle. Since 
the close relationship between climate changes of the past 
and changes in the cosmogenic isotope record is undeni-
able, the first objection is to state that the cosmogenic re-
cord is likely to be contaminated by climate and therefore 
is more of a climatic record than a solar activity record. 
The second objection is that the sun is luckily extraordi-
narily constant, and therefore the small changes measured 
in total solar irradiance (TSI) between an 11-year maxi-
mum and minimum are of about 0.1% and produce a very 
small,  almost undetectable, effect on climate. Since there 
is no evidence that the changes were much bigger during 
the last solar grand minimum, the Maunder Minimum, we 
know no mechanism to produce the observed climatic 
changes. The third objection is that for the past four dec-
ades solar activity and global temperatures have been go-
ing in opposite directions.  I will deal with this objection 
more in detail in chapter 11, but for the time being suffice 
it to say that solar activity did not decrease between 1970 
and 1995, and it is just one of the several forcings that act 
on climate, and therefore one should not expect tempera-
tures to always follow solar activity, even if the hypothesis 
that solar variability has a big effect on climate is correct.

That the cosmogenic isotope record is affected by 
climate changes has been known from the beginning. The 
,14C record is affected by changes in the carbon cycle. 
When the oceans cool they absorb more CO2, and for a 
constant rate of production the 14C/12C ratio increases. 
Changes in vegetation go in the opposite way as plants 
release CO2 during periods of cooling. On a scale of years 
to about one decade the faster plant response dominates, 
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while for periods of decades to millennia the slower ocean 
response dominates. Solar activity reconstruction from 
,14C includes a carbon cycle model, usually a box-model, 
but the sea level changes associated with ice-sheets melt-
ing during deglaciation are usually considered too large to 
be properly modeled and thus solar activity reconstruc-
tions from ,14C usually span only the Holocene. 10Be 
deposition at the poles is affected by stratospheric volcanic 
eruptions and precipitation rates.  Volcanic SO2 and pre-
cipitation rates measured from ice cores are taken into 
account when reconstructing solar activity from 10Be. The 
generally very good level of agreement between solar ac-
tivity reconstructions from ,14C and 10Be for the Holocene 
indicates that any remaining contamination must act simi-
larly over the different deposition pathways of both iso-
topes. This is possible as a significant cooling would in-
crease ,14C from enhanced CO2 uptake by the oceans, 
while it might increase 10Be by reducing precipitation 
rates. But as every climate proxy requires careful evalua-
tion of the many factors affecting it, like sedimentation 
rates, or upwelling strength, to provide accurate informa-
tion,  the question is not if there is climate contamination in 
the cosmogenic record, but if the reconstructed record 
provides a good enough proxy for solar activity.

One test available to answer this question is to exam-
ine the reconstruction from cosmogenic isotopes over the 
period where we have information on solar activity from 
other sources that cannot be affected by climate. Compari-
son of the cosmogenic records over the past 400 years 
with the sunspot record shows a very good level of agree-
ment (Fig.  5.14) despite this period undergoing intense 
climate change, from the depths of the LIA to the present 
global warming. Aurorae are more frequent the higher the 
solar activity, and using auroral historical records that ex-
tend back 1000 years, we observe that the correlation re-
mains positive for the entire period, and that similar 

maxima and minima can be clearly recognized, including a 
period of high solar activity and frequent aurorae around 
1100 AD at the time of the well-known Medieval Warm 
Period (MWP; Hood & Jirikowic 1990; Fig.  5.14b). The 
conclusion is that within reasonable expectations the cos-
mogenic record reflects solar activity and thus is a useful 
proxy for it.

The cosmogenic record has faithfully registered the 
solar centennial variability for the past thousand years as 
determined from auroral records, and for the past 400 
years as determined from sunspots numbers. Hood & 
Jirikowic (1990) provide another argument for the solar 
origin of the c. 2500-yr Bray solar cycle. If the Bray cycle 
was terrestrial in origin,  the modulation that it produces on 
the de Vries cycle (Sonett 1984; Fig. 5.9) should not be 
observable on solar activity records, and the c.  210-yr so-
lar cycle should appear unmodulated in solar activity phe-
nomena, like sunspots or aurorae. However, as figure 5.14 
shows, the modulation is clearly observable, as the lows of 
the de Vries cycle (dV1 to dV5, Fig. 5.14) increase their 
activity as they become more distant from the Spörer 
minimum. Again, the only possible conclusion is that the 
modulation caused by the 2500-yr cycle, and the cycle 
itself, are also of solar origin.

Further support for the implausibility of a climatic 
contamination of the cosmogenic record of such magni-
tude that would render it inadequate to determine past so-
lar activity comes from the study of another climate cycle. 
A 1500-yr cycle has been identified by several researchers 
and does not show up in cosmogenic records during the 
Holocene. Kern et al. (2012) identified this cycle, as well 
as the Bray and millennial cycles in a Miocene lake sedi-
ment 10.5 Myr old. That these cycles are so old speaks of 
the stability of their causes over time, despite the many 
changes suffered by the Earth. Within the Holocene, the 
1500-yr cycle has been identified in multiple proxy re-
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Fig. 5.14 Correlation be-
tween cosmogenic isotope 
production and solar activ-
ity
a) Black curve, solar modu-
lation function based on 14C 
production rate, after low-
pass filtering at a cut-off 
frequency of 1/20 yr–1. Red 
line is the quadratic regres-
sion, highlighting the great 
increase in solar modulation 
(solar activity) since the lows 
of the Little Ice Age. After 
Muscheler et al. (2007). b) 
Thin line, auroral frequency 
record from historic sources. 
Thick line, three point aver-
age. After Hood & Jirikowic 
(1990). c) Sunspot number 
(WDC–SILSO), and group 
number prior to 1700. Verti-
cal bars, position of the de 
Vries lows, spaced c. 210 
years. Solar activity agrees 
well with 14C production, 
indicating that cosmogenic 
records are a valid proxy for 
solar activity.



cords reviewed in chapter 7.  The 1500-yr climate cycle has 
left no trace in the cosmogenic record. It is difficult to 
argue that some climate cycles are greatly contaminating 
the cosmogenic record while others do not.

5.11 Solar variability effect on climate
It has been shown that solar activity reconstructions from 
cosmogenic records are an adequate proxy for solar activ-
ity. The second objection that opponents of the solar–cli-
mate theory raise is that there is no known mechanism by 
which small changes in TSI could cause an important ef-
fect on climate. This is actually a non-sequitur fallacy, 
because it assumes that the climatic effect must be due to 
changes in TSI when there is no evidence of it. The effects 
of the Bray climatic cycle shown by the reviewed proxies 
provide ample evidence of the mechanism involved, that is 
confirmed by instrumental measurements, reanalysis data, 
and climate modeling (reviewed by Gray et al. 2010).

Solar variability is higher at the short-wave part of the 
spectrum, as UV can change during the 11-year solar cycle 
by as much as 5–10%. Even though it constitutes a small 
part of TSI, UV radiation has specific effects in the strato-
sphere and the oceans. UV radiation of different wave-
lengths at different heights both creates and destroys ozone 
in the stratosphere, at the same time warming it. The 
changes in ozone are difficult to track, because they are 
affected by ozone transport within the stratosphere and to 
the troposphere, and by chemical processes that destroy 
ozone from volcanic eruptions and anthropogenic emis-
sions,  but the measured changes in total ozone during the 
solar cycle are on the order of 3% (Fig. 5.15a). This is 30 
times more variation than for TSI during the 11-year solar 
cycle. As the stratosphere has a very low density, the 
changes in ozone are accompanied by significant changes 
in its temperature profile that can be of 0.5–1 °K in the 
tropical stratosphere for the solar cycle, and by changes in 
pressure that alter the geopotential height of the tropo-
pause (Fig. 5.15b). As ozone is unequally distributed lati-
tudinally these changes alter both the temperature and 
pressure gradients between the equatorial and polar strato-
sphere. The pressure changes are transmitted all the way 
down to the surface altering the tropospheric pressure dis-
tribution and strength. The process is affected both by sea-
sonality and stratospheric oscillations,  like the quasi-
biennial oscillation. A higher probability of winter block-
ing days over the North Atlantic during periods of low 
solar activity has been demonstrated by several authors. 
This has the effect of increasing the probability of very 
cold events, like the 2010 Northern Europe snow storm at 
the solar cycle 23–24 minimum, or the 2021 record snow 
storm Filomena over Spain at the 24–25 minimum.

The solar-induced changes in the latitudinal pressure 
gradient cause a global atmospheric reorganization in zo-
nal winds that alters the angular momentum of the atmos-
phere affecting the speed of rotation of the Earth (Le 
Mouël et al. 2010; see Sect. 10.6), but since after a few 
years the direction of the change reverts with the solar 
cycle, the effect of the 11-year solar cycle on weather is 
small.  However, when the level of average solar activity 
changes over a period of several decades, the atmospheric 
reorganization advances, becoming noticeable first and 
causing important changes in the climate later. One of the 
effects of the changes induced by solar variability is to 

cause changes in the latitudinal temperature gradient 
(LTG, also Equator-to-Pole temperature gradient; Soon & 
Legates 2013). The importance of this gradient cannot be 
overstated, as it acts as the thermodynamic engine of the 
planet's climate,  and its periodic changes with the Mi-
lankovitch obliquity cycle correlate with the glacial cycle 
and had been proposed as its causative agent (see Fig. 
2.17; Raymo & Nisancioglu 2003). Soon & Legates 
(2013) have shown that the LTG has been decreasing dur-
ing periods of surface warming and increasing during pe-
riods of surface cooling (Fig. 5.16),  and convincingly link 
them to changes in average solar activity. These effects 
indicate that poleward transport of energy, a fundamental 
climate stabilizing factor, is affected by changes in solar 
activity (see Chap. 10 & 11).

It is known that at least since 1979 the Hadley circula-
tion has been expanding poleward at a rate of 0.5–1 °Lat/
decade in both hemispheres (Hu & Fu 2007). The cause is 
uncertain and both ozone changes and GHGs have been 
proposed. An alternative explanation is proposed in chap-
ter 11. Models indicate that the expansion could have been 
taking place for most of the 20th century. Using modeling, 
Sadourny (1994) ascribed to the decrease in solar activity 
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Fig. 5.15 Stratospheric effects of solar activity changes
a) Deseasonalized, area-weighted total ozone deviations from 
merged satellite data for the latitude band 25°S–25°N. The solar 
flux at 10.7 cm is shown in red as a proxy for solar variability. 
After Fioletov et al. (2002). b) Time series of the 10.7 cm solar 
flux (red line) and of the annual mean 30-hPa heights (black line) 
in geopotential km for the gridpoint 30N/150W. After Labitzke 
(2001).
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Fig. 5.16 The latitudinal tem-
perature gradient
Annual-mean LTG over the 
entire Northern Hemisphere 
(°C/°Latitude; thin line) and 
smoothed 10-year running mean 
(thick line) from 1850 to 2010. 
The values are expressed as 
anomalies from the average for 
the 1961–90 period. The scale is 
inverted. Since the average LTG 
is strongly negative, positive 
anomaly values reduce the gra-
dient (warmer Pole and/or 
colder Equator) while negative 
anomaly values enhance it 
(warmer Equator and/or colder 
Pole). Periods of global warm-
ing result in a decrease in LTG. 
After Soon & Legates (2013).

Fig. 5.17 Summary of the climatic effects associated to the lows of the Bray cycle
Global effects are mediated by the steepening of the latitudinal temperature gradient and a more intense poleward transport of energy 
causing a contraction of the Hadley cells and expansion of polar cells and resulting in global cooling. The Hadley cells contraction also 
restricts monsoon patterns, causing drier conditions in sub-tropical latitudes. El Niño conditions become infrequent, altering precipitation 
patterns. The North Atlantic realm is pushed into persistent AO/NAO negative conditions that are characterized by weak Iceland Low and 
Azores High pressure centers. This reduces the strength of the westerlies that take a more southern path changing precipitation patterns 
over Europe, and causing blocking conditions over the Atlantic that allow Arctic cold air to drift southward. The contribution of cold 
fresher subpolar gyre waters to the North Atlantic Current (NAC) decreases, becoming warmer and saltier, and increasing winter precipi-
tation over northern Europe causing glacier advances. A strong Siberian High brings colder conditions over northern Eurasia and in-
creases polar circulation over the Arctic and Greenland, increasing the amount of southward drift ice. Greenland experiences an inversion 
as masses of cold air are displaced towards northern Europe and North America. NADW labels North Atlantic deep-water currents. Black 
dots are the location of some of the proxies discussed in this chapter that display a clear c. 2500-year periodicity.



a contraction of the Hadley cell and associated monsoon 
systems as causing agents for the climatic changes that 
took place during the Maunder Minimum. The expansion 
of the Hadley circulation currently observed coincides 
with the decrease in the LTG (Fig. 5.16) and is a logical 
explanation as it supposes an expansion of the tropics.

At the ocean surface UV radiation decreases to about 
3–5% of TSI, but it can penetrate water as readily as the 
visible range and is more energetic, so a few meters into 
the oceans, UV radiation might be responsible for about 7–
10% of the ocean warming produced by solar radiation 
and it can change a few percentage points during the solar 
cycle. A close correlation between subsurface water tem-
peratures and TSI has been reported south of Iceland be-
tween AD 818–1780 (Moffa–Sánchez et al. 2014).

With all this information from the instrumental era, 
and the information reviewed from proxy records covering 
past lows of the Bray cycle,  an attempt can be made at 
explaining the effect of prolonged low solar activity on 
climate change. When the time for a new low in the solar 
Bray cycle approaches,  solar activity starts to decrease,  but 
it does so mainly at the lows of the 210-yr de Vries cycle 
that become more pronounced due to its modulation by the 
Bray cycle.  The probability of a SGM increases and when 
it finally takes place it can be of the Spörer (c. 150 years) 
or Maunder (c.  80 years) types, with a higher tendency to 
produce a cluster of SGM spaced about 200 years, accord-
ing to the de Vries cycle. Solar activity goes to minimum 
values at the SGM and the changes in the stratospheric 
ozone, temperature and geopotential height induce an at-
mospheric reorganization characterized by the weakening 
of the winter stratospheric polar vortex, the progressive 
expansion of the polar cells and the contraction of the 
Hadley cells, and as a result a steepening of the LTG that 
increases the amount of heat lost by the planet. This re-

versible process of atmospheric reorganization is cumula-
tive and proceeds very slowly. This explains why the 18th 
century, with a solar activity level similar to the 20th cen-
tury had a different climate. The 20th century expansion of 
the Hadley cells and reduction of the LTG have been built 
upon the levels reached over the previous two centuries. 
The contraction of the Hadley cells at the SGM explains 
the southward displacement (weakening) of the monsoons 
associated with the Hadley circulation (Fig. 5.5f), and the 
decrease in wind strength at the Santa Barbara basin that 
increases precipitation (Fig. 5.5e). The expansion of the 
polar cells explains the increase in wind strength over Ice-
land (Fig. 5.3d), that appears to depend on Milankovitch 
forcing. With the expansion of the polar cells there is an 
increase in polar circulation driven by the strengthening of 
the Siberian High, that produces an increase in salt deposi-
tion over Greenland (Fig. 5.3a & b).

In the North Atlantic the decrease in pressure differen-
tial causes the atmosphere to enter persistent NAO nega-
tive conditions (Fig. 5.3e) as shown in figure 5.17. This 
causes the Icelandic Low and the Azores High to be in a 
weak state more often, reducing the strength of both the 
Westerlies and storm tracks and causing them to move 
southward. Precipitation levels increased in Central (Fig. 
5.5a), and Southwestern Europe (Fig. 5.5c).  The weaken-
ing of the Westerlies reduces the contribution of fresh cold 
subpolar gyre waters to the NAC that becomes warmer 
and saltier (Fig. 5.4b). The Jet stream pushes southward, 
cooling Northern Europe and Northeast North America, 
and warming Greenland unless very cold Arctic conditions 
dominate. The warming of the NAC (Fig.  5.4d) increases 
precipitation over Ireland (Fig. 5.5d) and Norway (Fig. 
5.5b), while colder winter conditions induce glacier ex-
pansion at a global scale (Fig. 5.2). The warmer saltier 
NAC prevents the shutdown of the NADW that experi-
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Fig. 5.18 Pole-to-pole temperature gradients for the planet
Latitude versus temperature (°C) Pole-to-pole curves representative of climatic conditions ranging from Extreme Hothouse to Severe 
Icehouse. The numbers along the right side indicate the corresponding global Mean Annual Temperature for each curve (modern MAT is 
14.3°C). Polar temperatures for each of the seven pole-to-pole temperature curves are also listed (modern Antarctica is –55 °C). The av-
erage temperature at the Equator has also changed through time, but a lot less than the rest of the planet. The curves for each hemisphere 
are independent. Current climate is described by curve 7 for the Southern Hemisphere and curve 6 for the Northern Hemisphere (thick 
curves). We are now in icehouse conditions. After Scotese (2016).



ences a decrease (Fig. 5.4a),  due to the AMOC reduction 
in response to weaker Westerlies. Glacier growth, colder 
conditions, and the advection of warmer waters to the Arc-
tic, favor an increase in drift ice both North of Iceland 
(Fig. 5.4c) and in the North Atlantic (Fig. 5.6f).

The global effects of the atmospheric reorganization 
induced by prolonged low solar activity are thus multi-
plied because this condition pushes the North Atlantic 
atmosphere-oceanic system into a persistent NAO nega-
tive condition. The hydrological effects of the Hadley cells 
contraction are mainly zonal in both hemispheres. How-
ever, the cooling effect of the increased LTG is global and 
propagates over nearly all the oceans (Figs. 5.6c, d, e,  & 
5.7), resulting in global cooling (Fig. 5.6a). The climatic 
effects of low solar activity over the North Atlantic realm 
are particularly intense (Fig. 5.17). This is the reason why 
scientists argue over the regional versus global extent of 
the MWP and the LIA. The North Atlantic is a hotspot for 
planetary climate variability during both the glacial (D–O 
cycle) and interglacial periods (see Sect. 11.7).

The solar–climate debate has been long but not fruit-
ful so far.  Astrophysicists and instrumental-era climatolo-
gists are entrenched in the low energy changes in TSI as 
an argument against the connection. But the stratosphere is 
very rarefied and little energy is needed to alter it signifi-
cantly. Afterwards the climate system provides the rest of 
the energy by oscillating to a different state through inter-
nal variability. The LTG is a crucial element that deter-
mines how much work the energy does on its way out of 
the planet. For a very similar solar output,  as far as we 
know, the LTG has determined if the planet is in an ice-
house, as currently, or in a hothouse as during the Eocene 
(Fig. 5.18). Finally, the North Atlantic Oscillation ampli-
fies the climatic response, turning a small change in solar 
output into the cold winters of the Maunder Minimum. 
Paleoclimatologists are correct in sticking to the evidence 
that solar variability, when prolonged, has a disproportion-
ate effect on climate change, and in the end, they will win 
the debate. Astrophysicists are looking to the wrong solar 
system body to learn about the history of the sun. It is best 
recorded here on the Earth. The sun might not have a 
memory, but it is subject to multi-millennial cycles whose 
cause will have to be elucidated. Recognizing the exis-
tence of those cycles is an important first step.

5.12 Conclusions
5a. A 2600-year climate cycle was first proposed in the 

late 1960s by Roger Bray based on vegetation transi-
tions and major glacier re-advances, and linked to so-
lar activity.

5b.  This climate cycle is clearly evident in numerous prox-
ies from the North Atlantic region and other places in 
the world that reflect c. 2500-year periodic changes in 
wind patterns, oceanic currents strength and salinity, 
drift ice, precipitation, and temperature.

5c. This climatic cycle corresponds in period and phase to 
a cycle in cosmogenic isotopes highlighting the coin-
cidence of abrupt cooling climate change events with 
clusters of solar grand minima and prolonged periods 
of low solar activity.

5d.  The correct periodicity for the Bray solar cycle is 2500 
years, while the 2300-years Hallstatt periodicity does 
not correspond to a solar cycle.

5e. The solar activity Bray cycle appears to act on climate 
through changes in the stratospheric temperature and 
pressure gradients that are transmitted downwards to 
the troposphere causing an atmospheric reorganiza-
tion,  and through changes in the amount of energy 
warming the oceans.

5f. Proxy evidence, instrumental era measurements, and 
reanalysis support the idea that lows in the Bray cycle 
and prolonged below average solar activity cause a 
contraction of the Hadley cells, and an expansion of 
the polar cells, steepening the latitudinal temperature 
gradient, decreasing global temperatures and changing 
wind and precipitation patterns.

5g. In the North Atlantic region, in addition, the Arctic and 
North Atlantic oscillations enter a persistent winter 
negative phase during the lows of the Bray cycle, 
causing an intensification of winter climatic effects 
and making this region particularly sensitive to low 
solar activity. This helps explain why the Little Ice 
Age, while global, was particularly strong over Europe 
and North America.
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6
THE EFFECT OF ABRUPT CLIMATE CHANGE

 ON HUMAN SOCIETIES OF THE PAST

“In view of these findings, we call for an in-depth multi-disciplinary assessment of the potential for solar modulation of 
climate on centennial scales.”

E. Rohling, P. Mayewski, R. Abu–Zied, J. Casford, & A. Hayes (2002)

6.1 Introduction
The role of solar variability on climate change, despite 
having a very long scientific tradition, is currently down-
played as a climatic factor within the most accepted hy-
potheses for climate change. At the root of this neglect lie 
two fundamental problems. Solar variability is quite small 
(about 0.1% of total irradiance), and there is no generally 
accepted mechanism by which the solar variability signal 
could be amplified by the climate system.

The progress being made to solve these problems will 
be reviewed in chapters 10 and 11,  where evidence for the 
role of solar variability modulating meridional energy 
transport is presented. Meanwhile there is a growing num-
ber of scientific paleoclimatology articles published every 
year that defend a significant role for solar variability in 
paleoclimate change. In dynamic-systems identification 
experiments a much higher contribution from solar activity 
is required to explain the Medieval Warm Period (MWP) 
and the Little Ice Age (LIA; de Larminat 2016). There is a 
clear contradiction between the paleontological proxy evi-
dence for an important solar role in many of the abrupt 
climatic events (ACEs) of the Holocene (see Fig.  4.18 & 
table 4.1) and our knowledge of climate change mecha-
nisms. This contradiction should be solved by giving 
precedence to evidence over theory. There is very solid 
evidence that periods of low solar activity in the past, 
identified by a higher rate of cosmogenic isotopes produc-
tion (14C and 10Be), have a high degree of correlation with 
periods of climate deterioration manifested mainly as tem-
perature decrease and precipitation changes.

Frequency analysis of solar variability during the 
Holocene identifies several cycles (McCracken et al. 
2013), like the 11.4-yr Schwabe cycle, the centennial 
Feynman cycle, the 210-yr de Vries cycle, the c. 1000-yr 
Eddy cycle, and the c.  2500-yr Bray cycle (see Chaps. 5 & 
8). Comparison of climate and solar variability records 
leads to the important observation that the period of the 
cycle correlates with the amplitude of the climate effect 
observed and in general the longer the cycle period the 
more profound effect it appears to have on climate.

In this chapter we will review the evidence for the 
effect of the c. 2500-yr Bray cycle on climate and people 
during the Holocene. It is important to highlight two 
things. First, that solar variability, even if an important 
factor affecting climate change, is neither the main one, 

nor the only one. At the multi-millennial timescale, Earth's 
temperature appears to depend mainly on orbital changes, 
firstly obliquity, but also precession and eccentricity.  Other 
factors like oceanic cycles, and volcanic activity also play 
an important role at times. Therefore, solar variability only 
partially explains climatic changes. Also, solar cycles are 
irregular in nature. The Schwabe cycle is a good example. 
Described as an 11-yr cycle in sunspots,  it can be any-
where from 9 to 14 years.  Its amplitude is very variable 
too, and during the Maunder minimum between AD 1620 
and 1700 sunspots essentially disappeared.  Other solar 
cycles display a similar irregularity in period and ampli-
tude (see Chap. 8).

6.2 The solar minima of the 2500-yr 
Bray cycle
The observed effect of the 2500-yr Bray solar cycle is to 
result in long (Spörer-type) solar grand minima (SGM) or 
clusters of SGM at its lows. According to Usoskin et al. 
(2007): “the occurrence of grand minima depicts a weak 
(marginally significant) quasi-periodicity of 2000–2400 
years, which is a well-known period in 14C data... no clear 
periodicities are observed in the occurrence of grand 
maxima.”

In a later work,  Usoskin et al. (2016), show that SGM 
tend to cluster at the lows of the 2500-year cycle. Accord-
ing to this analysis, a low in the Bray cycle would increase 
the probability of a long SGM or a cluster of SGM that 
would reduce temperature and cause changes in precipita-
tion patterns bringing about a general worsening of the 
climate for a few centuries. The end of the low would 
bring about a return to normal solar activity with a natural 
increase in temperature that can also take a few centuries.

The climatic effect of the SGM caused by the lows in 
the Bray cycle, is reviewed in Chap. 5 (see Sect. 5.11), and 
appears to register mainly as a significant reduction in 
winter temperatures with a smaller effect on summer tem-
peratures, and profound changes in precipitation patterns, 
usually registered in the best studied North Atlantic region 
as a very significant increase in precipitation in Scandina-
via, Southern and Central Europe and the Middle East, and 
by a weakening of the Indian and Asian Monsoons. This 
combination produces an increase in cold winters, more 
snow, glacier advances, and spring flooding. The effect on 
human societies can be postulated as higher frequency of 
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food crises, population decrease, increased migration, in-
creased violence, and higher chance of civilization regres-
sion or failure. It is so common that new civilizations 
emerge after climatic crises that some archaeologists have 
developed the theory that climate caused environmental 
stress is an engine to societal change (Weninger et al. 
2009; Roberts et al. 2011).

The Holocene can be climatically subdivided in dif-
ferent ways (Fig. 6.1). The biological subdivision (Blytt–
Sernander sequence), and the temperature subdivision, 
initially proposed by Ernst Antevs in 1948, display transi-
tions related to the lows of the Bray cycle. Let's now re-
view what has happened to the planet and people at those 
times during the Holocene. These have taken place around 
the following dates:

• B1. 0.5 kyr BP. Little Ice Age
• B2. 2.7 kyr BP. Sub-Boreal/Sub-Atlantic Minimum
• B3. 5.2 kyr BP. Mid-Holocene Transition. Ötzi bur-

ied in ice. Start of Neoglacial period
• B4. 7.7 kyr BP. Boreal/Atlantic transition and pre-

cipitation regime change
• B5. 10.3 kyr BP. Early Holocene Boreal Oscillation
• B6. 12.7 kyr BP. Younger Dryas cooling onset
The Bray cycle has played an important role in the 

evolution of human societies. When analyzing Holocene 
fluctuations in Britain and Ireland human population, 
Bevan et al.  (2017) find pan-regional demographic decline 
in three episodes that coincide with the lows of the Bray 

cycle (Fig. 6.1b). At those times societies responded 
evolving and adopting new food-procurement strategies 
demonstrating that climate-related disruptions have been 
quasi-periodic drivers of societal change.

6.3 The 10.3 kyr event. The Boreal 
Oscillation
The fifth low in the Bray cycle at about 10.3 kyr BP coin-
cides with the SGM known as Boreal 1 and the climate 
worsening named Boreal Oscillation. The planet was at 
that time still warming towards the Holocene Climatic 
Optimum (HCO), due to increasing obliquity and increas-
ing northern latitudinal summer insolation, and the ACE 
does not appear to have constituted a major trend inver-
sion, but a relatively brief cold and wet period for the ar-
eas we have the best evidence.

The 10.3-kyr ACE and its associated Boreal 1 SGM 
coincide with Bond event 7 of increased iceberg discharge 
in the North Atlantic (Bond et al. 2001; Fig.  6.2h), and 
with the highest concentration of non-sea-salt potassium 
deposition in the Greenland GISP2 ice core for the Holo-
cene (Fig.  6.2c). The presence of non-sea-salt potassium in 
Greenland is associated to the expansion of the Siberian 
High pressure system that brings polar temperatures over a 
wide area in the Northern Hemisphere (Mayewski et al. 
2004).
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Fig. 6.1 Holocene climate subdivisions
Major Holocene subdivisions: Stratigraphical subdivision on top. Biological subdivision immediately below, displays a c. 2500-yr spac-
ing. After Ammann & Fyfe (2014). Classical subdivision based on temperature at bottom. a) Black thick curve, global temperature recon-
struction from 73 proxies (See Chap. 4), expressed as distance to the average in standard deviations (Z-score). b) Red thick curve, 
summed probability distribution of anthropogenic radiocarbon dates from Britain and Ireland as a proxy for human population. Red thin 
curve, fitted logistic model of population growth and plateau. After Bevan et al. 2017. Significant downside population deviations gener-
ally match the lows of the 2500-year Bray cycle of solar activity (wide blue bars labeled B-1 to B-5).



The 10.3-kyr ACE has been studied by Björk et al. 
(2001) and attributed to decreased solar forcing. The event 
is recorded at proxies from multiple sites in the Northern 
Hemisphere, like Norwegian sea surface temperature 

(SST) that shows a drop of >2 °C both in winter and sum-
mer temperature that lasted less than 200 years. This Nor-
wegian sea cooling coincides with harsher conditions in 
the Faroe Islands lacustrine records that show a decrease 
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Fig. 6.2 Climate change in the Early Holocene
a) Solar activity reconstruction (sunspot number), after Solanki et al. (2004) until 8700 BP and after Wu et al. (2018) from 8700 BP. The 
9500 BP huge increase in cosmic rays without corresponding ACE is proposed to be due to a galactic source, perhaps the Vela supernova. 
b) NGRIP !18O temperature proxy (NGRIP members 2004) on GICC05 timescale, smoothed with a 5-point triangular filter. c) GISP2 
non-sea-salt [K+] (ppb, inverted), a proxy for Siberian High polar conditions. After Mayewski et al. (2004), smoothed with a Gaussian 
filter. d) Dead Sea level in meters below mean sea level, as a proxy for Middle East precipitation. After Migowski et al. (2006). e) Dating 
of the lakes Agassiz and Ojibway outburst after Lewis et al. (2012). Grey bar represents the error range. f) Methane levels reconstruction 
(ppb) from Greenland ice-core data after Kobashi et al. (2007). g) !18O (‰, inverted) from Qunf Cave speleothem (Southern Oman), a 
proxy for the strength of the Indian monsoon (as represented, weaker towards bottom). After Fleitmann et al. (2007). h) Ice-rafted debris 
stack (inverted) from four North Atlantic sediment cores as a proxy for iceberg activity and cold events, after Bond et al. (2001). i) Mid-
European higher-lake-level episodes score of radiocarbon, tree-ring, and archeological dates from 26 lakes in the Jura–Alps region 
grouped in half-century bins. It is a proxy for Mid-European precipitation. The score indicates confidence, not magnitude. After Magny 
(2004). j) Abrupt climatic events (ACE) identified from multiple proxies with their approximate date in kyr BP. Some of these ACEs 
have been associated by several authors to the spread of agriculture in the Eurasian region (bottom). See text for details. Vertical blue bar 
marks the fifth low in the 2500-yr Bray solar cycle, and the eleventh low in the 1000-yr Eddy solar cycle. Empty blue bar marks the in-
conspicuous fourth low in the 2500-yr Bray solar cycle. Orange bars mark the lows of the 1000-yr Eddy solar cycle. Violet bar marks the 
8.2 kyr ACE.



in birch pollen and increase in grass and herb pollen. Ger-
man pines show at the time a tree-ring width minimum 
and the Santa Barbara basin shows a cold-related peak of 
oxygenation. Greenland and Tibetan ice cores display a 
!18O isotope minimum (Björk et al. 2001, and references 
within). The increase in precipitation in the North Atlantic 
region is supported by the increase in lake levels in west-
central Europe and central Italy (Magny 2004; Fig. 6.2i), 
and the increased iceberg discharge (Bond et al. 2001). 
Glacier re-advances took place in Norway (the Erdalen 
event; Dahl et al. 2002) and Tibet (Seong et al. 2009).

In the Aegean sea, the increase in abundance of the 
cold-water dinocyst species Spiniferites elongatus indi-
cates a strong biological response to the climatic deteriora-
tion and lower SST in the Eastern Mediterranean during 
the 10.3-kyr ACE (Marino et al. 2009).  Within dating un-
certainties a coincident dryer period for the Indian mon-
soon can be postulated based on an increase in !18O 
speleothem in the Qunf cave of Oman (Marino et al. 2009; 
Fig. 6.2g).

The climatic deterioration described must have had an 
impact on the prehistoric societies, but then most of the 
world was populated by hunter-gatherer cultures, and there 
is evidence that hunter-gatherer populations displayed 
resilience to a previous 11.3-kyr ACE in Northeast Eng-
land (Blockley et al. 2018). In the Fertile Crescent, hu-
mans were in a pre- or proto-agricultural state, with in-
creased population densities. At the time of the 10.3-kyr 
ACE Göbekli Tepe was being constructed, and Jericho, 
one of the oldest cities in the world, was the first city 
known to have built a wall dated precisely at 10.3 kyr BP. 
The proposed roles for the first city wall fit what we would 

expect from a climatic deterioration: defensive role against 
raiders in search of stored food, or protective role against 
flooding, as mud deposits indicate it had become more 
common (Bar–Yosef 1986).

Whatever the reason, the walls of Jericho do not ap-
pear to have spared the city from the societal changes usu-
ally associated to bad climatic conditions. For over 700 
years Jericho inhabitants were part of the Pre-Pottery Neo-
lithic A (PPNA) culture,  a strange culture characterized for 
living with their dead (home burials) and construction of 
the first granaries. The 10.3-kyr ACE marks the end of 
PPNA in Jericho (Weninger et al.  2009; Fig. 6.3). There is 
a gap of about 200 years in radiocarbon dates that suggests 
a hiatus or strong reduction in construction and habitation 
and afterwards Jericho's inhabitants belong to the PPNB 
culture that has Anatolian influence, suggesting northern 
immigration, and is characterized by domesticated sheep, 
and a different more advanced flint toolkit. The PPNB 
culture disappears at the 8.2-kyr event, a climate pes-
simum that does not belong to the 2500-yr Bray cycle.

6.4 The 8.2 kyr climate complex
The second half of the 9th millennium BP (7th millennium 
BC) witnessed a major climate upheaval, perhaps the big-
gest in the Holocene. Our ignorance about the causes of 
abrupt climate change, and a natural tendency to attribute 
any observed change to a single event is delaying our un-
derstanding of this complex climate period. Only recently 
have some authors started to recognize the heterogeneous 
nature of the so-called 8.2-kyr event (Rohling & Pälike 
2005; Gavin et al. 2011), that appears to comprise three 
different ACEs in rapid succession.  The first ACE appears 
to have started c. 8600 BP (6650 BC). The climatic signa-
ture of this 8.6-kyr ACE is very similar to that of the 
3.1-kyr ACE that has been involved in the Late Bronze 
collapse (Kaniewski et al. 2013).  The 8.6-kyr ACE is char-
acterized by a strong reduction in Middle East precipita-
tion,  as attested by Dead Sea levels (Fig. 6.2d). At the 
same time there was an increase in non-sea-salt potassium 
deposition in Greenland (Fig. 6.2c), indicative of a 
strengthened Siberian High, and a decrease in methane 
(Fig. 6.2f). There was an increase in iceberg activity in the 
North Atlantic (Fig. 6.2h), but the Indian and Asian Mon-
soons were unaffected (Fig. 6.2h; see also 4.18d). Rohling 
et al. (2002) have studied the 8.6-kyr ACE in core LC21 
from the Aegean Sea where they detect an abrupt drop in 
warm foraminifer species that represents a 2–4 °C de-
crease in winter SST. They attribute it to a multidecadal 
period of predominant cold dry polar air arriving to the 
Aegean during winters from the Northeast.  These condi-
tions would also interrupt the winter North Atlantic storm-
track from reaching the Middle East, explaining the 
drought.

A few years into this centennial Eastern Mediterra-
nean drought, Central Anatolian farmers started a migra-
tion to the Asian coastal areas of the Aegean and Marmara 
seas likely induced by climate-caused famine. At the time 
the Cappadocian obsidian trade route to Southern Levant 
was disrupted (Weninger et al. 2014). It was the first step 
towards the spread of agriculture to Europe. In Southern 
Levant the Pre-Pottery Neolithic B culture is replaced by 
the pottery-bearing pastoralist Yarmoukian culture. The 
similar 3.1-kyr ACE that also caused a profound drought 
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Fig. 6.3 Cultural shift at Jericho coinciding with the 10.3 kyr 
event
Radiocarbon data from Jericho arranged according to cultural 
period (Top: Pre-Pottery Neolithic B, PPNB; Middle: PPNA; 
Lower: Combined PPNA and PPNB), in comparison to (lower 
graph): Gaussian smoothed (200 yr) and high-resolution GISP2 
potassium (non-sea salt [K+]; ppb) ion proxy for the Siberian 
High. The calibrated 14C-age distribution (radiocarbon periodiza-
tion) gives reason to assume a hiatus between PPNA and PPNB. 
Reproduced from Weninger et al. (2009) with permission. © 
Weninger et al. (2009).



in the Eastern Mediterranean/Black Sea area appears to 
have contributed to another climate-caused famine-
induced migration in the opposite direction by the Sea 
Peoples during the Late Bronze collapse. The cause of the 
3.1 and 8.6-kyr ACEs is unknown. Rohling et al. (2002) 
suggest solar forcing on the basis of correlations between 
solar proxy records and polar atmospheric reorganization 
proxy records that match the Siberian High conditions to 
produce winter Aegean SST cooling.  Both 3.1 and 8.6-kyr 
ACEs coincide with increases in cosmogenic isotopes pro-
duction that precede by 200 and 400 years the 8.4-kyr Sa-
helian 1 SGM and the 2.9-kyr solar low and 2.7-kyr Ho-
meric SGM (grouped in this book as the 2.8-kyr ACE). 
This spacing indicates that the 3.1 and 8.6-kyr ACEs might 
coincide with strong lows of the 210-yr de Vries solar cy-
cle, reinforcing the solar origin hypothesis.

200 years after the 8.6-kyr ACE, and coinciding with 
the first Sahelian SGM, the 8.4-kyr ACE took place. It 
reverted many of the effects of the 8.6-kyr ACE by in-
creasing precipitation in the Middle East (Fig. 6.2d) and 
Mid-Europe (Fig. 6.2i).  With the increase in precipitation 
came an increase in methane (Fig. 6.2f) likely due to wet-
lands recovery.  North Atlantic iceberg activity reached a 
peak (Fig. 6.2h), indicating both cooling and an increase in 
warm water flow through the North Atlantic Current. Both 
the Indian Monsoon (Fig. 6.2g) and particularly the Asian 
Monsoon (see Fig. 4.18d) suffered a strong weakening. 
Greenland temperature was not very much affected (Fig. 
6.2b), as low solar activity cooling of northern high lati-
tudes is mediated by winter polar vortex disorganization 
that allows cold polar air masses to abandon the Arctic, 
that as a result becomes warmer (see Fig. 5.17 & Chap. 
11). The 8.4-kyr ACE displays many of the characteristics 
associated with low solar activity ACE (see table 4.1),  
although the methane response is opposite,  perhaps be-
cause it took place after a very dry ACE.

Rohling & Pälike (2005), have studied the 8.2-kyr 
climate complex, and recognized its heterogeneous nature. 
They present many proxy records, and show that the 
anomalies started 8,600 yr BP. They show that in many 
well-dated proxies there was an underlying climatic dete-
rioration between about 8.5 and 8.0 kyr BP that was punc-
tuated by the sharp 8.3 kyr BP proglacial lake outbreak. 
Rohling & Pälike (2005) attribute the broad deterioration 
to reduced solar activity due to the temporal coincidence 
with the three Sahelian SGM.

While the planet was still undergoing the 8.4-kyr 
ACE, the outburst of the lakes Agassiz and Ojibway took 
place. It has been dated with some precision at 8.33 kyr 
BP (error range 8.04–8.49; Lewis et al. 2012), and the cold 
fresh water outpouring through the Hudson Bay started to 
affect nearby Greenland at 8.3 kyr BP. Greenland tempera-
ture started to drop in 8,320–8,300 BP, and by 8,260 BP 
had fallen its biggest amount in the entire Holocene. The 
8.2-kyr ACE displayed effects clearly attributable to the 
meltwater pulse beyond Greenland cooling. It also caused 
the biggest drop in methane levels of the entire Holocene, 
100 ppb (Fig. 6.2f), and it reduced iceberg activity in the 
North Atlantic (Fig. 6.2h), probably because the fresh cold 
water and reduced SST negatively affected iceberg release. 
The effects over the Atlantic Meridional Overturning Cir-
culation and North Atlantic Deep Water (NADW) forma-
tion were profound, but other effects are more difficult to 
assign to the meltwater pulse because at the same time the 

second Sahelian SGM was taking place, and some of the 
features of the 8.2-kyr ACE are common with low-solar-
activity caused ACEs, like increased Middle East and Mid-
Europe precipitation, and monsoon weakening. Rohling 
and Pälike recommend caution when assigning global cli-
matic effects to the periglacial lakes outburst and the effect 
of the meltwater on NADW formation, due to this coinci-
dence.

The onset of the third ACE with its profound climatic 
effect caused another crisis in the Middle East.  The centu-
ries between 8250–7950 BP witnessed unprecedented dis-
turbance in Anatolia and the Levant with generalized 
abandonment of highland settlements and movement to 
less exposed coastal and lowland settlements. In South 
Levant this is known as the Late Yarmoukian crisis. A sec-
ond wave of migration from Northern Levant and Asian 
Aegean coastal areas expanded into Southeast Europe 
(Weninger et al.  2014).  The 8.2-kyr ACE witnessed the 
arrival of the Neolithic to Europe. Farmers originating 
from Anatolia and Levant would soon expand from Greece 
into the Balkans.

Between 8600 and 8100 BP the planet suffered three 
different ACEs in rapid succession, each one affecting 
climate in a different way. Their accumulated effect cre-
ated the most recognizable climatic event in a multitude of 
proxy records. Through social distress it prompted human 
migration that resulted in the spread of agriculture and 
cultural advancement, with the arrival of the Neolithic to 
Europe. The last of these ACEs has been chosen as a con-
venient point to divide the Holocene by the International 
Union of Geological Sciences, separating the Greenlan-
dian and Northgrippian stages at 8236 b2k (8286 BP; 
Walker et al. 2018).

6.5 The 7.7 kyr event. The Boreal/
Atlantic transition
The low in the Bray cycle at about 7.7 kyr BP coincides 
with a cluster of four SGM known as Jericho 0 to 3 and a 
long period of climate change between 7.8 and 7.0 kyr BP. 
The planet had reached maximum North polar insolation 
two millennia before but the melting of the ice sheets was 
completed at about this time so general conditions were 
still within the Holocene Hypsithermal. The 7.7-kyr ACE 
marks a climatic change in Holocene conditions in north-
ern Europe from the warm relatively dry Boreal period to 
the warm more humid Atlantic period, reflected in a sig-
nificant arboreal species expansion in high northern lati-
tudes.

The 7.7-kyr ACE coincides with an increase in ice-
berg discharge at the North Atlantic that forms part of 
Bond event 5a (Bond et al. 2001; Fig. 6.2). It is not how-
ever a very strong minimum in the c.  2500-yr Bray cycle 
and it is completely overshadowed by the strength of the 
earlier 8.2-kyr climate complex, perhaps the most pro-
found cooling event in the Holocene. Due to that, although 
detected in most proxy series for climate change, it is sel-
dom studied.

As any Bray low, the 7.7-kyr ACE is characterized 
both by winter cooling reflected in the Aegean Sea (Mar-
ino et al. 2009), and an increase in precipitation in the 
Mid-European region (Fig. 6.2i). The Scandinavian region 
was not the only one to experience a multi-millennial dry-
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wet transition (Boreal–Atlantic) at the 7.7-kyr ACE. It also 
coincided with a change in climate mode at the Middle 
East. This region had been experiencing a decrease in pre-
cipitation for 2,200 years (Fig. 6.2d), attributable to the 
slow decrease in northern insolation due to precession 
changes. The aridification of the Fertile Crescent pushed 
farmers and pastoralists in all directions helping the spread 

of agriculture and pastoralism. The Dead Sea reached its 
lowest level for the last 10,000 years 7.7 kyr ago, at the 
time the Asian Monsoon shows a weakening coincident 
with the 7.7-kyr ACE (see Fig. 4.18c & d). The increase in 
precipitation that took place after the 7.7-kyr ACE marked 
a hydrological inflection point and for the next 4000 years 
Dead Sea levels would increase intermittently (see Fig. 
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Fig. 6.4 Hydrological and climate indicators during 8.5–6.5 kyr BP
a) Solar activity reconstruction shows the clusters of Sahelian and Jericho solar grand minima. After Wu et al. (2018). b) Dating of the 
lakes Agassiz and Ojibway outburst after Lewis et al. (2012). Grey bar represents the error range. c) Hydrological analysis defines seven 
phases at Lalo site (Rhône Valley, France). Four of them correspond to periods of soil formation (pedogenesis), meandering entrenched 
Citelle River, and normal sediment discharge. Three periods at 8.2, 7.7, and 7.2 kyr BP show braided Citelle river flow, and enhanced 
flux and sediment discharges. A, B and C letters indicate the tripartite climate division of the 7.7–7.1-kyr period. d) The three periods 
coincide with periods of reduced solar activity, increased hydrology and glacier advances in Europe. The blue bands correspond to colder 
periods in the Greenland ice sheet and alpine areas and to moister signals in western/central hydrosystems, defining the known 8.2, 7.7, 
and 7.2-kyr ACEs. c & d after Berger et al. 2016.



4.18c). The end of the aridification that had interrupted 
urban development, would foster a late Chalcolithic flour-
ishing that will produce the first urban civilizations (Mi-
gowski et al. 2006).

A detailed study of the hydrology of the Rhône Valley 
of France during this time by Berger et al. (2016) shows 
that the 7.7–7.1 kyr BP period can be climatically subdi-
vided into three subperiods (A, B, and C in Fig. 6.4c): two 
cold and wet sub-periods separated by a warm and drier 
interval.  During the cold-humid periods the Citelle River 
changed to a braided fluvial style, greatly increasing the 
liquid flow and sediment discharges. This fluvial changes 
coincide with increased hydrological activity elsewhere in 
Europe, and glacier advances in the Alps (Berger et al. 
2016; Fig. 6.4d).

Solar activity cycle timing indicates that the 7.7-kyr 
ACE belongs to the 2500-yr Bray cycle, while the 7.2-kyr 
ACE belongs to the 1000-yr Eddy cycle. The Eddy cycle 
appears to be modulated by a longer cycle resulting in 
very strong lows (both in solar activity and climate effect) 
during the early Holocene at 11.2, 10.2, 9.2, 8.2, 7.2, 6.2 
and 5.2 kyr BP, followed by subdued lows at 4.3, 3.3, and 
2.3 kyr BP, and again increasingly stronger lows at 1.3 and 
0.3 kyr BP. Chapter 8 presents a more detailed look at the 
Eddy solar cycle and its climate effects.

7.7 kyr ago the agro-pastoral system was being intro-
duced in Central and Southern Europe by two routes: One 
in Central Europe following the river valleys originating in 
the Hungarian region of the Danube, by a culture known 
as the Linear Pottery Culture or LBK, and the other in 
Southern Europe following a maritime route from the 

coasts of Greece all the way to the Iberian peninsula by the 
Cardium Pottery Culture. Both group of farmers de-
scended directly from Neolithic people that moved to the 
Aegean coasts from the Fertile Crescent during the 8.2-kyr 
climate complex.

The effect on human societies in Central Europe of 
the cold and wet periods that coincide with periods of re-
duced solar activity is to reduce the length of the growing 
season for plants, reducing the output of both natural eco-
systems and agro-pastoral systems, resulting in food short-
ages and food crises. Suddenly the population cannot be 
sustained. Malnourishment often comes accompanied by 
plagues.  Before increased mortality can reduce the popula-
tion naturally, some societies resort to emigration to places 
that are also experiencing food shortages, and are usually 
subjected to increased violence in the ensuing fight for 
resources. It is the Four Horsemen scenario. Archeologists 
are increasingly aware that the pattern of advances of 
farming in Europe follows stages that coincide, within 
dating uncertainties, with periods of climate deterioration 
that are often associated with periods of reduced solar ac-
tivity. Agro-pastoral societies appear to have spread faster 
during periods of climate worsening, pushed by human 
overshooting conditions caused by climate crises.

During the 8.2-kyr climate complex, the Holocene’s 
worst climate change period according to most proxies, 
farmers from the Levant and Central Anatolia moved to 
the shores of the Aegean Sea and expanded into the Bal-
kans. The 8.2-kyr climate complex marked a significant 
population decline in the hunter-gatherer societies of 
Europe (Shennan et al. 2013),  probably facilitating the 
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Fig. 6.5 The effect of 8th millennium BP 
climate changes on human societies of 
Central Europe
a) Solar activity reconstruction after Wu et 
al. (2018) shows the cluster of Jericho 0–3 
solar grand minima. b) Bi-decadal Green-
land GISP2 temperature (2-period aver-
aged) highlights a general correspondence 
between low solar activity and climate 
cooling during the two periods marked by 
vertical bands, that correspond also to the 
same periods in Fig. 6.4. c) Linear Pottery 
LBK culture demographic analysis (lines) 
shows demographic peaks coincident with 
temperature valleys just at the time of the 
major dispersal periods of LBK (boxes). 
After Dubouloz (2008). d) Analysis of 
Central/West Europe population shows 
that the population trough at the 8.2-kyr 
climate complex did not recover until the 
arrival of the LBK agro-pastoral culture, 
and that this population increase took 
place during the cold 7.7 and 7.2-kyr 
ACE, when LBK was expanding. After 
Shennan et al. (2013), summed calibrated 
date probability distributions for radiocar-
bon dates in western Europe as a demo-
graphic proxy. e) The agro-pastoral expan-
sion was at the expense of the local 
hunter-gatherer population that did not get 
diluted but was outcompeted, according to 
genetic mitochondrial DNA studies. After 
Brandt et al. (2013).



invasion. At around 7.7 kyr BP, when the climate deterio-
rates again, the LBK culture appears and flourishes, ex-
panding into hunter-gatherer areas during the 7.7–7.0-kyr 
period,  replacing the human populations that lived in Cen-
tral Europe (Fig.  6.5c, d, and e).  According to Dubouloz 
(2008), the LBK culture was well adapted to cold, wet 
periods through construction of robust buildings, place-
ment of villages in tertiary drainage networks,  well away 
from flood risk areas, emphasizing cattle-herding, reduc-
ing the early Balkan Neolithic range of cultivated plants, 
and the practice of autumn sowing in intensively culti-
vated plots.

Dubouloz (2008), and Gronenborn et al. (2013), show 
that LBK expansion follows a climatic rhythm (Fig. 6.5c 
& 6.6). LBK forms during the increasingly colder 7.7-kyr 
ACE and initiates its dispersal around 7.5 kyr BP at the 
peak of cold conditions. During the period of warmer drier 
climate that followed the 7.7-kyr ACE, LBK consolidates 
a wide territory. The next period of dispersal initiates again 
at the next cold period around 7.3 kyr BP when LBK 
crosses the Rhine into Alsace and the present Dutch area. 
It is 200 years later during another cold period around 
7.1 Kyr BP when LBK experiences its last dispersal into 
the Seine basin. Demographic analysis of LBK habitation 
(Dubouloz 2008) indicates that periods of dispersal coin-
cide not only with cold, wet, periods but also with periods 
of maximal population (Fig. 6.5c dark blue lines), suggest-
ing that the difficult conditions that gave the LBK its edge 
over other human groups, also caused hardship and popu-
lation decline that usually instigates climate migration. 
The arrival of better climate conditions after 7.0 kyr BP 
probably rendered the harsh climate adaptations of LBK 
disadvantageous and the culture quickly disorganized, 
losing its vast circulation networks of raw materials, and 
disappeared.

The expansion of the agro-pastoral system in Europe 
marked the end of the hunter-gatherers. Analysis of mito-
chondrial DNA (mtDNA) frequencies in Central Europe 
human remains shows that hunter-gatherers mtDNA alleles 
essentially vanished during the 7.7-kyr ACE with the arri-
val of the LBK early Neolithic mtDNA alleles (Brandt et 
al. 2013; Fig. 6.5e). Hunter-gatherer populations probably 
became residual and restricted to the least productive ar-
eas. This mtDNA genetic shift and population substitution 
takes place even as the general population of Western/
Central Europe experiments a great population boom due 
to the arrival of the agro-pastoral societies (Shennan et al. 
2013; Fig. 6.5d). That the two biggest increases in popula-
tion in Western/Central Europe take place during the 7.7 
and 7.2-kyr ACE further confirms the expansion of the 
agro-pastoral system in Central Europe during periods of 
climate worsening, and lends support to similar expan-
sions elsewhere, like the Aegean expansion during the 
8.2-kyr climate complex.

6.6 The 5.2 kyr event. The Mid-
Holocene Transition and the start of 
the Neoglacial period
During the fifth millennium BC, between 7100 and 5700 
BP, the climate of the Atlantic period appears to have been 
in general warm, humid, and stable, constituting ideal 
conditions for Neolithic farming. ACEs of that period 
seem to have had a smaller effect and are seldom studied. 
In the second half of the fourth millennium BC, however, 
the entire climate system of the planet changed, driven by 
orbital changes in precession and producing a reduction in 
solar forcing, while the oceanic/atmospheric forcing in-
creased in importance. Since 10 kyr BP, northern summer 
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Fig. 6.6 Geographical and 
temporal expansion 
phases of Linear Pottery 
Culture (LBK)
Expansion phases coincide 
with periods of cooling in 
Greenland, and in fact the 
entire LBK culture appears 
to encompass the long pe-
riod of climate worsening 
between 7700 and 6900 yr 
BP, known as the Cerin 
phase in the Alpine region 
and defined by some 
authors as a Little Ice Age 
within the Holocene Cli-
matic Optimum. After 
Gronenborn et al. (2013).



insolation has been decreasing and southern winter insola-
tion increasing. The balance between northern and south-
ern insolation determines the position of the Intertropical 
Convergence Zone (ITCZ), a low pressure belt around the 
planet that organizes the wind patterns, separating the 
hemispheres and determining the location of the mon-
soons. The southward displacement of the ITCZ and the 
changes in insolation during the fourth millennium BC 
completely altered the planet's climate, putting an end to 
the HCO in what is called the Mid-Holocene Transition, 
setting the path for the colder, dryer world of the Neogla-
cial Period (see Sect. 4.5).  Among its most notorious ef-
fects, the southward displacement of the African monsoon 
brought an end to the African Humid Period causing the 
desertification of the Sahara.

Within this context of climate instability and increas-
ingly difficult conditions takes place the next low in the 
Bray cycle between 5.6 and 5.2 kyr BP, coinciding with 
Bond event 4a of increased iceberg discharge in the North 
Atlantic (Bond et al. 2001; B3,  see Fig. 5.6). A cluster of 
three SGM known as Sumerian 1 to 3 are responsible for 
the reduced solar activity of this low (Fig. 6.7a).

The global temperature reconstruction presented in 
chapter 4 (Fig. 6.1) displays intense cooling centered at 
around 5400 BP (Fig.  6.7b),  comparable in magnitude to 
the LIA (c. 0.4 °C), but at warmer temperatures.  Other 
climate proxies also show exceptional climate during this 
period.  Sea and non-sea salts in GISP2 have been used to 
reconstruct the polar atmospheric circulation (O'Brien et 
al. 1995; inverted in Fig. 6.7d). The empirical orthogonal 
function (EOF) that represents the flux of these salts dis-
plays at this time its highest values in the entire Holocene 
respect its baseline (Fig. 6.7d), indicating very strong high 
latitude winds and a great polar circulation expansion that 
could have brought a very cold period over the Northern 
Hemisphere while reducing the cold near the pole. Further 
confirmation for an extraordinary atmospheric circulation 
at the time of the Bray 3 cycle low comes from Iceland, 
where Jackson et al. (2005) detected the strongest winds 
and associated cooling of the entire Holocene in eolian 
loess deposits between 5600–5100 BP (Fig.  6.7e). Both 
polar circulation changes and Icelandic wind intensity 
proxies also match very well other known periods of 
strong climate deterioration, including all of the Bray cy-
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Fig. 6.7 Climate indicators of the 5.2 kyr 
event
a) Solar activity reconstruction shows the clus-
ter of Sumerian 1–3 solar grand minima. After 
Wu et al. (2018). b) Temperature reconstruction 
(Z-score) from 73 proxies displays a significant 
cooling centered at 5400 BP. c) Orange box, 
mammoth extinction at 5550 ± 100 BP at St. 
Paul Island (Alaska). After Graham et al. 
(2016). d) Polar Circulation Index determined 
by sea and non-sea salt fluxes from GISP2 ice 
core by O'Brien et al. (1995; inverted) mani-
fests at this period one of its biggest departures 
from baseline (straight line) of the entire Holo-
cene. e) Iceland wind strength determined by 
eolian loess deposit size (inverted) displays the 
highest values of the entire 8000-years series at 
this time. After Jackson et al. (2005). 
f) Arboreal/non-arboreal pollen ratio in the 
Austrian Alps highlights periods of forest re-
traction (below the baseline) due to colder and 
wetter climate. After Magny et al. (2006). 
g) Black boxes represent periods of Mid-
European higher lake levels. After Magny et al. 
(2006). h) The Alpine glacier advance period 
known as Rotmoos II in Austria and Piora oscil-
lation in Switzerland. After Magny et al. 2006. 
Vertical blue bands highlight periods of climate 
deterioration or abrupt climate events (ACEs).



cle lows. The final extinction of the mammoth at its St. 
Paul Island (Alaska) refuge has been dated with precision 
at 5550 BP, coinciding with the beginning of this climatic 
deterioration, and attributed to climate change (Graham et 
al. 2016; Fig. 6.7c).

In Central Europe, pollen analysis in Alpine Austria 
shows a retraction of warmer loving arboreal species ver-
sus cold-resistant grasses and shrubs in three periods coin-
cident with the three SGM, while increasing precipitation 
reflects in three corresponding periods of higher lake lev-
els (Magny et al. 2006 and references within; Fig. 6.7f & 
g). At the same time glacier advances are recorded in sev-
eral parts of the world (Mayewski et al.  2004), and in the 
Alpine region this glacier advance receives the names of 
Rotmoos II, or Piora oscillation (Fig. 6.7h).

The 5.2-kyr ACE was demonstrated to have been a 
global phenomenon by Lonnie Thompson et al. (2006) 
through a variety of records that show that at 5200 BP a 
strong and sudden cooling took place all over the world. 
Those records include simultaneous freezing of organic 
remains at glaciers in Tyrol, Peru, and Western Canada, at 
the same time the Kilimanjaro ice cores display a sudden 
and profound cooling. The transition from wet to dry con-

ditions is recorded by changes in the water balance in 
many African lakes and the driest excursion recorded at 
the Soreq Cave speleothem. Concurrently, global atmos-
pheric CH4 concentrations recorded in both Greenland and 
Antarctica stopped decreasing and started to increase for 
the rest of the Holocene. Dendrochronological records 
from Irish and Lancashire oaks extending back to 7000 BP 
exhibit some of their most narrow rings during the decade-
long 5145 BP (3195 BC) event (Thompson et al. 2006, and 
references within).

In Mesopotamia the Uruk culture started to develop 
around 6000–5800 BP as a response to an increasingly 
arid period as attested by several Middle East proxies 
(Soreq Cave, Lake Van, and Gulf of Oman), and flourished 
based on a system of high yield cereal irrigation, efficient 
canal transportation, and slavery and forced labor. Uruk 
culture first developed mass production and writing. By 
5500 BP Uruk had become the first city-state and started 
to expand through “colony” settlements founded across the 
dry-farming portions of the Middle East. A short but very 
arid period at around 5200 BP coincides with the abrupt 
collapse of the Uruk colony system, as the colonies in the 
north and smaller settlements in the south are abandoned, 
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Fig. 6.8 The effect of 4th millennium BC 
climate changes on human societies of Cen-
tral Europe
a) Solar activity reconstruction shows the 
cluster of Sumerian 1–3 solar grand minima. 
After Wu et al. (2018). b) Number of Neo-
lithic lake villages in an area comprising East 
France and West Switzerland. After Arbogast 
et al. (2006). c) Cultural shift in Northern 
Greek area (Bulgaria) from Chalcolithic 
(Copper Age) to Early Bronze based on radio-
carbon data (black boxes). After Weninger et 
al. (2009). The calibrated 14C-age distribution 
(radiocarbon periodization, curve) supports a 
hiatus during the 5.5–5.2 kyr ACEs. d) The 
burial dating of Ötzi, the Tyrolean iceman 
(black box with grey error range). e) Analysis 
of Central/West Europe population reveals a 
catastrophic decline coincident with the cli-
matic deterioration, with no recovery until the 
following millennium. After Shennan et al. 
(2013). f) The population decline was accom-
panied by a shift in mtDNA frequencies that 
supports a recovery of the descendents of the 
Paleolithic hunter-gatherer population. After 
Brandt et al. (2013). g) The Globular Am-
phora Culture period, the first Indo-European 
culture in Central Europe. Vertical bars corre-
spond to the same periods of climatic deterio-
ration as in Fig. 6.7.



and formerly cultivated areas are turned into pastures with 
the changes of river courses (Brooks 2012).  The 5200 BP 
arid event in the Middle East is also reflected in the abrupt 
cessation of precipitation over the Nile river delta. At that 
time an Early Bronze culture was flourishing in Egypt 
based on a very high population density at the Nile Valley 
boosted by climate refugees from the Sahara aridification 
over the previous centuries. The sudden 5200 BP dry pe-
riod must have increased competition over resources re-
sulting in widespread violence that ended with the subju-
gation of the Lower (northern) Nile by the Upper Nile and 
the unification of Egypt under the first pharaoh at that date 
(Brooks 2012).

The difficult climatic conditions through the 5.2-kyr 
ACE constituted an authentic disaster for Neolithic farm-
ers in Central Europe. There is a widespread record of 
settlement abandonment at the Late Neolithic/
Chalcolithic–Early Bronze transition, as attested by lake 
dwellings at France and Switzerland (Arbogast et al.  2006; 
Fig. 6.8b),  and the almost complete absence of radiocar-
bon dates for a period of four centuries in Bulgaria (Wen-
inger et al. 2009; Fig. 6.8c). At the same time, and with a 
remarkable similarity to the solar activity record, the popu-
lation of West/Central Europe crashed,  revealing the true 
extent of one of the most difficult periods for humankind 
(Shennan et al. 2013; Fig.  6.8e). The population fell so 
hard that it is believed that diseases must have played an 
important role in bringing down the debilitated Neolithic 
farmers.  About this time, at 5800 BP the pneumonic 
plague (Yersinia pestis) is believed to have emerged for the 
first time among the Kurgan nomadic herders of the Pontic 
steppe and could have spread to other populations.

The decline of the Neolithic farmers of Central 
Europe allowed a return of the Western European hunter-
gatherers as attested by the re-appearance of their genetic 
signature in areas where they had previously disappeared 
(Brandt et al. 2013; Fig. 6.8f).  It was the prelude to the 
second major invasion and last big population turnover of 
the Holocene in Europe. Starting around 5350 BP the first 
nomadic herders from the steppes invaded Central Europe 
establishing the Globular Amphora Culture (Fig. 6.8g), 
probably pushed by the climate pessimum conditions and 
taking advantage of the weak state of Neolithic farmers. A 
few centuries later came the great invasion by the Battle 
Axe people (Corded Ware Culture). The Indo-European 
nomads had domesticated the horse, developed the war 
chariot, acquired the bronze culture and had a patriarchal 
war-like culture. The Late-Neolithic farmers did not stand 
a chance, and according to genetics the third known major 
genetic shift in Europe took place (Haak et al. 2015), the 
first was the Neanderthals substitution by Paleolithic 
hunter-gatherers and the second the replacement of the 
hunter-gatherers by Neolithic farmers.

Ötzi, the iceman from Tyrol, was a Neolithic farmer, 
closely related genetically to the LBK people, who met a 
violent end (Figs. 6.8d & 12.7a). Whether he was killed by 
other waning Neolithic farmers, by resurging hunter-
gatherers now pastoralists, or by invading Indo-European 
nomadic herders is not possible to know. He fled his ene-
mies only to be buried in ice for over 5000 years, he was a 
testimonial to both the changing climate of the Mid-
Holocene Transition and its devastating effect on human 
societies.

6.7 The 2.8 kyr event. The Sub-Boreal/
Sub-Atlantic Minimum
The second low in the Bray cycle at about 2.8 kyr BP co-
incides with the Homeric grand solar minimum that took 
place right after one of the worst climate-induced human 
catastrophes known to history. This crisis that took place 
around 3160 BP (1210 BC) has been convincingly linked 
to a severe drought that affected the Black Sea area and 
the Eastern Mediterranean in what constituted the 3.1-kyr 
ACE. The drought is likely to have triggered a massive 
migration by land and sea of the people that lived North 
and West of the Black Sea and the Balkans. They are col-
lectively known by historians as the Sea Peoples. They 
destroyed everything in their way bringing about the Late 
Bronze Age collapse. In a period of less than 50 years the 
Hittite Empire and the Mycenaean Kingdoms of Greece 
were destroyed while the New Kingdom of Egypt was 
brought to its knees by the combined effect of the climatic 
crisis and the invaders. Every city between Pylos in the 
Peloponnese and Ashkelon in Gaza was destroyed, includ-
ing the famous Troy at the Dardanelles, most of them 
never to be rebuilt. The Late Bronze Age collapse was so 
destructive that nothing similar has taken place later. The 
Fall of the Roman Empire pales in comparison. The palace 
cultures were replaced by small villages and writing was 
lost in most areas. Greece entered the Greek Dark Ages 
and Egypt the Third Intermediate Period.

The 3.1-kyr ACE with its two centuries long megad-
rought in the Eastern Mediterranean is similar to the 
8.6-kyr ACE, also associated with a long drought in the 
same area, in that none of them displays a strong increase 
in cosmogenic isotopes production,  but both immediately 
precede what has been identified as a SGM. The 3.1-kyr 
ACE and its Late Bronze Age collapse were followed by 
the 2.8-kyr ACE, associated with the Homeric SGM that 
coincides with Bond event 2a of increased iceberg dis-
charge in the North Atlantic (Bond et al. 2001). At the 
2.8-kyr ACE an abrupt climatic change took place in 
Northwest Europe, from a relatively warm continental 
climate to cooler and wetter conditions, marking the tran-
sition from the Sub-Boreal to the Sub-Atlantic period. This 
transition is reflected by an abrupt change in moss species 
in raised bogs at this time (van Geel et al. 1998).

The 2.8-kyr ACE is actually composed of three phases 
that correlate well with inferred solar activity. The event 
started with a 50 year reduction in solar activity and tem-
peratures around 2950 yr BP (Fig. 6.9a & b),  that brought 
much needed precipitation to the Eastern Mediterranean, 
briefly interrupting the drought and allowing a temporary 
recovery of agriculture in the region (Kaniewski et al. 
2013, Fig.  6.9f & g). Since this phase takes place 200 
years before the Homeric SGM, it is probable that it corre-
sponds to a low in the 210-yr de Vries solar cycle. After a 
return to dry warmer conditions for another century,  the 
Homeric minimum started at 2800 yr BP coinciding with 
an abrupt descent in land and sea-surface temperatures 
(Fig. 6.9a, b & c).  In Europe the event is very well de-
scribed as a change to colder, wetter conditions from 
Northwestern Europe to the Eastern Mediterranean (van 
Geel et al. 1998; Fig. 6.9f). In South America, glacier ad-
vances, peat changes, vegetation changes, and sediments, 
indicate also an abrupt transition to colder, wetter condi-
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Fig. 6.9 Climate indicators of the 2.8-kyr event
a) Solar activity reconstruction shows the Homeric solar grand minimum. After Wu et al. (2018). b) Northern Hemisphere temperature 
reconstruction displays a significant cooling centered at 2700 BP. After Kobashi et al. (2013). c) Iceland summer sea surface temperature 
diatom-based reconstruction displays a similar simultaneous cooling. After Jiang et al. (2015). d) Asian summer monsoon proxy from 
Dongge Cave stalagmite DA oxygen isotope ratio indicates a weakening of the monsoon starting about 2950 BP and reaching its lowest 
values at 2750 BP. After Wang et al. (2005). e) Tree pollen percentage in a Cameroon lake indicates the biggest Central African forest 
retraction in the entire Holocene starting at about 2800 BP. After Maley & Brenac (1998). f) Pollen-derived proxy of moisture availability 
at Gibala–Tell Tweini, a city in the ancient Ugarit Kingdom, Northwest Syria, plotted as Principal Components Analysis scores. g) 
Pollen-derived proxy of agriculture showing the percentage of pollen coming from cultivated species at the same location indicating that 
humid periods at this time in the Eastern Mediterranean coincided with periods of reduced solar activity. After Kaniewski et al. (2013). h) 
White boxes show historic periods in the Eastern Mediterranean. Vertical blue bars correspond to the 2.8-kyr ACE. Light orange bar indi-
cates the 3.1-kyr ACE.



tions dated at 2750 BP. North America was also affected 
by a general climate change around 3000–2600 BP to-
wards cooler temperatures and increased precipitation. 
Increased flooding in the Mississippi basin and an hyper-
active storm period in the Gulf coast are dated at that time. 
Pollen and sediment organic contents in Central Asia sup-
port also a coincidental increase in precipitation. Lake 
Pupuke (New Zealand) isotopic levels indicate a 400 year 
marked increase in precipitation starting at 2800 BP.

While in mid-latitude areas of North America, South 
America, Europe,  Central Asia and Australasia there was 
an important increase in precipitation, analysis of the 
Dongge Cave stalagmite DA in China shows one of the 
biggest reductions in oxygen isotopes ratio of the entire 
series (Wang et al. 2005; Fig. 6.9d), indicative of an im-
portant weakening of the summer monsoon and an in-
crease in aridity in South Asia. This prominent weakening 
of the Asian summer monsoon coincided with what has 
been described as the “dramatic forest decline” in Central 
Africa (Maley & Brenac 1998; Fig. 6.9e), the biggest for-
est reduction in the area for the entire Holocene, of which 
the forests of Central Africa are still recovering tree thou-
sand years later. A possible weakening of the West African 
monsoon is the likely cause, and although drier conditions 
started at around 3150 BP, it was around 2750 BP that the 
forests initiated a marked decline accompanied by expan-
sion of grasses and very dry conditions as attested by the 
complete drying of several lakes such as lake Sinnda in the 
Niary valley (Congo). The forest cover opened up and 
fragmented, and enclosed savannas appeared.

In Europe the 2.8-kyr ACE separates the Late Bronze 
Age from the Early Iron Age.  The impact of this climatic 
crisis is somewhat diluted by the previous dramatic crisis 
of the 3.1-kyr dry ACE from which there had been no re-
covery.  In fact the increase in precipitation, despite the 
cooling, was very beneficial for agriculture in drier areas 
(Fig. 6.9f & g) and probably was a significant factor con-
tributing to the end of the Greek Dark Ages (Fig.  6.9h). In 
wet marginal areas however the change had a negative 
impact. In West Friesland (Netherlands), the Late Bronze 
settlement phase came to an end coincident with rising 
water tables as houses started to be built on artificial 
mounds. The rising water and bog expansion caused a loss 

of agricultural land forcing the migration of the population 
to coastal salt marshes,  richer in food resources. These 
marshes had also started to appear around 2700 BP (van 
Geel et al. 1998). The end of habitation in West Friesland 
is also coincident with the end of Late Bronze lakeside 
village construction in Central Europe for half a millen-
nium from 2.8 kyr BP. In Central and Western Europe the 
Late Bronze Urnfield culture gave way to the Early Iron 
Hallstatt culture that expanded during the 8th century BC 
(2750–2650 BP),  amid the dramatic changes in flora and 
fauna that accompanied the 2.8-kyr ACE.

In North America the ACE at 2.8 kyr BP also sepa-
rates two cultural periods in the Mississippi basin, support-
ing the theory that abrupt climate change is a motor for 
cultural change. The Archaic hunter-gatherer period 
reached an end in the 3000–2600 BP, marked by a hiatus 
of several hundred years in riverside settlements, suggest-
ing an abandonment of frequently flooded areas, after 
which the new settlements belong to the Woodland period, 
characterized by widespread use of pottery and domesti-
cated plants (Kidder 2006). Meanwhile in Central Africa 
the opening of the forest allowed the migration of Bantu 
speaking,  metal working people into areas that are now 
completely forested.

It has been recently proposed that the Middle East 
increase in precipitations at the 2.8-kyr ACE followed by a 
megadrought 200 years later, were instrumental in the col-
lapse of the Neo-Assyrian Empire (Sinha et al. 2019).

In the Central Asian steppes the increase in precipita-
tion at 2800 BP brought the Scythians into preeminence. 
They were semi-nomadic herders of the Eastern Iranian 
language group from the Tuva region at the intersection of 
Russia, Mongolia, China, and Kazakhstan. With the wetter 
climate the steppes expanded and could support huge 
herds of horses, sheep, and goats. The Scythians aban-
doned any trace of settlement and became nomadic riders. 
They are credited with developing mounted warfare using 
composite bows. By 2700 BP they invaded the Northern 
Black Sea and the Caucasus pushing the Cimmerians 
southward into conflict with the Assyrians. The Scythians 
would continue expanding their territory up to Thrace and 
Eastern Europe, and played a leading role in the destruc-
tion of the Neo-Assyrian Empire. To the Greeks they were 

6 The Effect of Abrupt Climate Change on Human Societies of the Past         101

Fig. 6.10 The steppe migration cli-
matic hypothesis
a) North Atlantic stacked percentage 
of ice-rafted debris, indicative of 
iceberg activity after Bond et al. 
(2001). The main peaks have been 
labeled with their accepted numbers. 
b) Pollen-derived aridity index (in-
verted) from a Central Mongolian 
lake after Fowell et al. (2003). Light 
orange bars indicate drought periods. 
Blue bars mark millennial humidity 
maxima. Arrows indicate downward 
trends in humidity from millennial 
maxima. Main historic migration 
events are indicated by boxes, and 
they took place after humidity 
maxima within an increasingly arid 
context. Notice that the Bond events 
pattern does not correspond to the 
humidity pattern at the Central Asian steppes, however big changes in humidity at the indicated ACEs tend to coincide with Bond events. 
Background picture: Scythian king and warriors, drawn after figures on an electrum cup from the Kul'Oba kurgan burial.



the prototype of savage barbarians, as they were very war-
like and practiced human sacrifices. They were also their 
main providers of slaves from selling their captives. They 
inspired two well known Greek myths, the centaurs from 
their riding combat skills, and the amazons because their 
women also fought, as one in three women was buried 
with weapons and many sustained war wounds.

In the perpetual conflict between nomads and settlers, 
climate change appears to have played an essential role in 
setting the stage for numerous conflicts. From the invasion 
of Central Europe during the 7.7-kyr ACE by LBK agro-
pastoralists, to the Sea Peoples invasion at the 3.1-kyr 
ACE, and the periodical invasions of Eurasia from steppe 
nomads, we find evidence of climate change creating con-
ditions that resulted in migration as a response, and con-
flict as a consequence. The productivity of the steppes is 
very dependent on precipitation and the nomads and their 
herds cannot rely on stored food during bad years. When 
analyzing precipitation in Central Asia a common pattern 
is found for nomadic invasions. They don't take place dur-
ing arid periods, but following a maximum in humidity 
(Fig. 6.10b),  suggesting that the increase in precipitation, 
like in the 2.8-kyr ACE, brings the nomad population and 
their herds to a maximum, and from that point, any de-
crease in precipitation, even if not pronounced (Fig. 6.10b 
arrows),  places the population in overshooting. The result 
is a high number of steppe nomads migrating to adjacent 
areas where easy conquests stimulate further advances, 
pushing other groups into migration.  This pattern is de-
tected not only in the case of the Scythians, but also with 
the Huns in the 2nd century AD, the Turkic peoples in the 
11th century and the Mongols in the 13th century (Fig. 
6.10b). This pattern underscores a persistent steppe migra-
tion climatic mechanism. A similar pattern is observed 
with desert locusts, that don't mass migrate during bad 
years that keep the population in check, but after good 
years that push the population up creating overshooting 
conditions.

6.8 The 0.5 kyr event. The Little Ice 
Age
The first low in the Bray cycle at about 0.5 kyr BP coin-
cides with the Wolf/Spörer/Maunder cluster of SGM that 
took place during the coldest period of the Holocene that 
is generally known as the LIA. Due to having taken place 
during modern historic times, it is also the best studied and 
known cold event.

The LIA coincides with Bond event 0 of increased 
iceberg discharge in the North Atlantic (Bond et al. 2001; 
Fig. 6.10a). Different authors choose a different start for 
the LIA, since the climate started to deteriorate progres-
sively from its previous warm period at about AD 1150, 
but did not become significantly colder than the previous 
four hundred years until after AD 1250. It become a seri-
ous problem for human societies of the time after AD 
1300. Other authors however wait until after AD 1500, 
when a relatively warm interlude during the 15th century 
ended. In this work the start of the LIA is placed at AD 
1258, a year after the Rinjani eruption (Lombok, Indone-
sia), the strongest since writing was invented, and a con-
venient time marker.  As with other lows in the Bray cycle, 
the LIA displays a pattern of colder phases recognizable in 

many climate proxies that in general match the pattern of 
solar activity (Fig. 6.11a). Some temperature reconstruc-
tions (Christiansen & Ljunqvist 2012; Fig. 6.11b) show 
good agreement with solar activity except for starting the 
initial cooling before solar activity declined with the Wolf 
minimum and showing a very cold period before the 
Maunder minimum. This general pattern of four cold 
phases for the LIA can be defended on the basis of de-
creasing Mediterranean SST (Versteegh et al. 2007; Fig. 
6.11c), increased Iceland sea ice (Massé et al. 2008; Fig. 
6.11d), glacier advances in the Alps (Holzhauser et al. 
2005; Fig. 6.11e) and Venezuela (Polissar et al. 2006; Fig. 
6.11f), and increased North Atlantic deposition of ice-
rafted debris (Bond et al. 2001; Fig. 6.10a). Alpine glaciers 
do not show an advance during the Spörer minimum, and 
this requires some explanation. Unlike during most SGM, 
the LIA SGM do not show a pattern of increased Central 
European precipitation, and during the Spörer minimum 
Central Europe experienced a very dry period (Büntgen et 
al. 2010; Fig. 6.10g). It has been reported that in England, 
due to the fields not being covered in snow during severe 
winters around AD 1458, the seeds in the field were killed 
by the cold resulting in several years of poor crops and 
famine (Fig. 6.13e, g,  & h). The reduction in precipitation 
would have prevented glacier advances in the region (but 
not in Venezuela) and might have reduced the growth of 
Iceland sea-ice that was less during the Spörer minimum 
than in other minima during the LIA (Fig. 6.11d).

Why would there have been dry conditions in West/
Central Europe during the Spörer minimum, when we 
have seen a general pattern of increased precipitation in 
this region during previous SGM? In general, Central 
Europe precipitation correlates with solar activity during 
the 0.5-kyr ACE (Fig. 6.11a & g), and shows higher level 
of precipitation when solar activity is not low.  Alpine gla-
cier advances took place when there was enough winter 
precipitation to sustain them. A possible explanation for 
the contrasting role of solar variability on Central Europe 
precipitation between the 0.5-kyr ACE and previous ACEs 
is that as the climate of this interglacial evolves towards its 
ending and the tropical bands contract and subarctic re-
gions expand,  the atmospheric reorganization effects of 
reduced solar activity must result in differences in precipi-
tation patterns, so regions that previously received in-
creased precipitation during SGM might suffer a precipita-
tion reduction under identical forcing due to the evolving 
climate conditions of the planet.

The Dalton minimum, is also unusual in some cli-
matic aspects, including precipitation in Central Europe 
and glacier advances in Venezuela (Fig. 6.11f, g). How-
ever the Dalton minimum is not generally considered a 
SGM as it was brief and showed a lower reduction in solar 
activity. It is also considered that part of the climatic ef-
fects during the Dalton minimum were due to a particu-
larly high volcanic activity at the time (Fig. 6.12a).

Why was the LIA so cold? There was a confluence of 
causes that made the LIA the coldest period in the Holo-
cene. To start, the Holocene had been cooling since the 
HCO due to an accelerating reduction in obliquity (Fig. 
6.1), so the LIA started from a lower temperature than 
previous Bray lows. In addition the LIA was a very long 
cold event (c. 600 years), longer than similar periods dur-
ing the Holocene (see next section), and its cooling phase 
was also longer and therefore more profound.  A possible 
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reason for the LIA being so long is the coincidence of the 
lows from three long climate cycles, the 2500-yr Bray 
solar cycle at around 500 BP, the 1500-yr oceanic cycle 
also at a mid-cycle low around 500 BP, and the 1000-yr 
Eddy solar cycle at around 300 BP. The third reason that 

the LIA was so cold was a very significant contribution 
from high volcanic activity both at its beginning and at its 
end. The 1250-1350 and 1750-1850 AD periods are among 
the 25% most volcanically active centuries in the Holo-
cene according to Greenland volcanic sulfate records 
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Fig. 6.11 Climate indicators of the 0.5-kyr event
a) Solar activity reconstruction shows the Wolf, Spörer, Maunder, and Dalton solar minima. After Wu et al. (2018). The quadratic regres-
sion (thin line) follows the long-term change in solar activity. b) Northern Hemisphere temperature reconstruction displaying a pattern 
that generally matches solar activity. After Christiansen & Ljungqvist (2012). c) Mediterranean sea surface temperature proxy record also 
displays four cooling periods. After Versteegh et al. (2007). d) A biomarker sea ice proxy from Iceland agrees well with the sea surface 
temperature. After Massé et al. (2008). e) Glacier retreat in km from maximum extent in the Alps does not show glacier advances during 
the Spörer minimum (after Holzhauser et al. 2005), while f) Venezuelan glaciers show glacier advances at every minima. After Polissar et 
al. (2006). g) Precipitation in Central Europe measured from German oak rings showing a period of very low precipitation during the 
Spörer minimum (box). After Büntgen et al. (2010). Blue vertical bars highlight the four periods of climatic deterioration within the LIA 
as determined by climate proxies.



(Zielinski et al. 1996). In contrast, the 1350-1750 AD pe-
riod, that includes most of the LIA, displays very low vol-
canic activity, well below the Holocene average (see Fig. 
11.3), and thus cannot explain its coldest period. Volcanic 
activity might have contributed to the LIA coldness during 
the 1250-1350 and 1750-1850 AD periods, when solar 
activity was not particularly low (Fig. 6.11a, b).

While volcanic activity during the past 2000 years 
does not correlate with solar activity, the concentration of 
strong eruptions during parts of the LIA is higher than at 
other periods over the past 2000 years, and it has been 
proposed that the LIA was mainly due to a volcanic effect 
on climate. Available evidence, however, indicates that 
this is not the case. Moberg et al. (2005) Northern Hemi-
sphere temperature reconstruction has very good resolu-
tion and allows to investigate this issue (Fig. 6.12a & b). 
Very strong volcanic eruptions like the AD 536 and 540 
eruptions or the AD 1453 and 1458 eruptions (one of them 
the Kuwae eruption in Vanuatu) had a very clear effect on 
temperatures that lasted 1 to 2 decades at most (Fig. 6.12a 
blue bars), while clusters of eruptions, like around 1257 
and 1815, can reduce temperatures for about 4–5 decades 
(see Sect. 11.2).  But in every case, after the effect of the 
volcanic eruption on meridional transport ends, tempera-
tures recover (Fig. 6.12a orange bars), and the general 
temperature trends continue, whether they were going up 
or down. It is clear therefore that even though volcanism 
contributed to the cold and misery of the LIA, and can 
explain why the cooling at the Wolf and Maunder minima 
started before there was a significant reduction in solar 
activity (Fig. 6.13a, b, c), it cannot have been the driving 
factor behind the LIA.

It has also been shown that much higher levels of vol-
canic activity have taken place at deglaciation and at the 
beginning of interglacials, under warming conditions 
(Huybers & Langmuir 2009; Kutterolf et al. 2013; see 
Sect. 11.2).  The HCO showed a level of volcanic activity 

2–4 times higher than the LIA. It is possible that climate 
change determines volcanic activity more than the oppo-
site, as changes in crust load due to ice melting or build up 
might be responsible for increases in volcanic activity, not 
only at deglaciations (Huybers & Langmuir 2009), but 
perhaps also at the LIA.

The effect of climate deterioration brought about by 
the LIA on human societies is better known, and the col-
lapse of the Viking colony in Greenland is often men-
tioned. However it was almost the entire population of the 
planet who suffered during the LIA. Data for grain produc-
tion in England shows that yield per acre decreased fol-
lowing a similar pattern to Northern Hemisphere tempera-
ture (Fig. 6.13c, e), probably reflecting the shortening of 
the season. Back to back and even three in a row (highly 
unusual) years of bad crops took place on this period (Fig. 
6.13,  vertical grey lines between e and h) causing a 
marked increase in wheat prices (Fig.  6.13d,  inverted) and 
major famines. The first one at 1315–17 was the worst,  
affecting most of Northern and Central Europe and initiat-
ing the Crisis of the 14th Century. Climatic factors also 
determined the increase in contact between rodents and 
humans in Central Asia, giving rise to the bubonic plague, 
a new manifestation of the plague that had a near 100% 
mortality. The plague reached Europe in 1347 and in six 
years killed over one third of the population in the Black 
Death pandemic. The population decline was so large (Fig. 
6.13f), that subsequent crop failures had less effect on 
people's famine and wheat prices even one century later, 
like the bad crops of 1459–61. The plague became recur-
rent in Europe being always present somewhere in the 
continent until 1750, and causing major epidemics peri-
odically.  The spread to other countries of the Hundred 
Year War between England, France and Burgundy through 
the Free Companies of mercenary bandits, the start of the 
Peasants Revolts, and the Western Schism in the Christian 
Church completed the Crisis of the 14th Century, that 
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Fig. 6.12 The effect of volcanic forcing on temperature during the past 2000 years
a) Reconstruction of the time and aerosol forcing of major volcanic eruptions from sulfate levels in Greenland and Antarctic ice cores. Af-
ter Sigl et al. (2015). b) Multi-proxy temperature reconstruction between AD 1–1979 (light grey line) with a 10 year moving average (red 
line) and its >80-yr slow component (black thick line). After Moberg et al. (2005). Light blue bars indicate the temperature reduction after 
the four biggest volcanic eruptions. Orange bars indicate the temperature recovery after the temperature effect of volcanic eruptions ended.



manifested as a complete failure of the institutions to cope 
with climate-related natural disasters that were seeing then 
as acts of God.

The 15th century was a period of recovery and Renais-
sance in Europe, despite the severe impact of what is be-
lieved to have been the coldest decade of the millennium 

according to both climate and historic reconstructions,  the 
1430s during the Spörer minimum (Camenisch et al. 
2016). However one can never underestimate the capacity 
of humans to make a difficult situation worse, and so 
while Japan was developing successful strategies to cope 
with the challenges that the LIA posed on food production, 
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Fig. 6.13 The effect of LIA climate changes on human societies of Europe
a) Solar activity reconstruction shows the Wolf, Spörer, Maunder, and Dalton solar minima. After Wu et al. (2018). The quadratic regres-
sion (thin line) follows the long-term change in solar activity. b) Volcanic activity reconstruction with dates for the three major eruptions. 
After Sigl et al. (2015). c) Northern Hemisphere temperature reconstruction. After Christiansen & Ljungqvist (2012). d) Wheat price in 
Dutch guilders per 100 kg (inverted), for France (continuous line), England (dashed line) and Germany (dotted line). After Lamb (1995). 
e) Three main crops of grain net yield per acre in England, with annual data (thin line), and long-term trend (thick line). After Campbell 
& Ó Gráda (2011). f) Northern Hemisphere population growth in %. After Zhang et al. (2011). g) Northern Hemisphere famine index in 
events per decade. Thick line 100-yr low-pass filter. After Zhang et al. (2011). h) Major famine events (upper boxes) and major epidemic 
and pandemic events (lower boxes) from multiple sources. Main historical periods of crisis are shown in white boxes at bottom. Grey 
vertical lines link multiyear crop failures in (e) with major famines in (h). Blue vertical bars are periods of climate deterioration defined 
in Fig. 6.11.



most of Europe and a great part of the world were again 
engulfed by man-made crises at the time of the Maunder 
cold period. The General Crisis of the 17th Century was 
again a period when the Four Horsemen of Apocalypse 
rode unchallenged, as the world saw the biggest number, 
and duration of wars, and war casualties in recorded his-
tory to that time. Climatic factors contributed to the gen-
eral worsening, and glaciers advanced destroying farms, 
houses, and villages. Climate worsening, together with 
peasants revolts and war destruction, produced a record 
number of major famines and accompanying epidemics, to 
the point of producing a collapse in population growth 
(Fig. 6.13f, g,  & h). It was a period that coincided with 
major political upheaval, including frequent government 
replacements and even state failures. One of the biggest 
countries in Europe, the Polish–Lithuanian Confederation, 
completely disappeared, together with one third of its 
population. The Seven Ill Years of Scotland in the 1690s, 
were caused by a major famine event in Northern Europe 
that killed half of the population in Finland and 15% in 
Scotland, and was an important factor leading to its union 
with England. Geoffrey Parker has analyzed the historical 
aspects of the global crisis of the 17th century and its con-
nection to climatic events (Parker 2008).

The 18th century was again a period of recovery, after 
which the climatic deterioration and social problems re-
turned.  The inability of the Old Regime to respond to the 
frequent crises caused the French Revolution when bad 
crops due to a drought in 1788, and resulting high food 
prices in 1789 affected the population of France. The 
French Revolutionary Wars, followed by the Napoleonic 
Wars engulfed Europe once more.

However the European farmers from the second half 
of the 18th century had learned to cope with the challeng-
ing climatic conditions through a series of adaptations that 
constituted the Agricultural Revolution, which in turn 
helped drive the Industrial Revolution. The final disap-
pearance of the plague from Europe around 1750 was fol-
lowed by the appearance of the recurrent cholera pandem-
ics of the 19th century. By 1850 the LIA had been left be-
hind and much better climatic conditions have accompa-
nied human societies since then.

6.9 Climatic effects of solar grand 
minima
The considerable amount of information about the climatic 
effects of SGM essentially points to an atmospheric effect. 
The observed phenomenology is usually:

• Region-specific increased precipitation in mid and 
high-latitudes

• Region-specific decreased precipitation in tropical 
and subtropical areas

• Weakening of tropical monsoons.
• Increase in mid and high-latitude wind strength
• Increase in polar circulation
• Winter cooling
• Sea surface cooling
• Increase in the temperature difference between the 

Equator and Poles
• Glacier advances
• Increased iceberg activity

These effects are consistent with an expansion of the 
polar cells,  a southward displacement of the polar jet 
stream, an equatorial shift of the Ferrel cell and subtropi-
cal jet, and a similar displacement of the descending parts 
of the contracting Hadley Cells. The resulting change in 
wind patterns would be responsible for the alterations in 
precipitation and temperatures.  These atmospheric changes 
were described by Joanna Haigh (1996) in her landmark 
article “The impact of solar variability on climate,” where 
she described the changes found in a general circulation 
model when simulating changes in solar irradiance and 
stratospheric ozone. Since then Haigh's hypothesis has 
received support not only from paleoclimatology, as re-
viewed here, but also from meteorological data reanalysis. 
The hypothesis states that solar variability affects climate 
through a bottom-up mechanism from surface changes in 
irradiance, coupled to a top-down mechanism from strato-
spheric UV and ozone changes. Chapter 11 includes evi-
dence for a hypothesis explaining how the atmospheric 
changes might produce intense global climate change ca-
pable of explaining the paleoclimatological evidence re-
viewed here.

Although changes in oceanic circulation have been 
implicated by some authors in the climatic changes of the 
Bray cycle cold events, the global nature of these suggests 
that oceanic changes, although potentially very important, 
are probably of secondary nature, induced by atmospheric 
changes in wind patterns.

Analysis of the Holocene climate shows a long term 
cooling trend punctuated by cold events (Fig. 6.1; see also 
Chap. 4). For the past seven thousand years, every millen-
nium has been colder on average than the previous one, 
driven by orbital changes. Obliquity is now decreasing at 
its fastest rate in 40,000 years and Northern summer inso-
lation is at its minimum value in 20,000 years, an orbital 
configuration that supports a continuation of the multi-

106 Climate of the Past, Present and Future

Fig. 6.14 Global temperature change during major Holocene 
cooling events
Major cooling events from a global temperature reconstruction 
from 73 proxies. The reconstructed temperature anomaly is ex-
pressed as Z-score (see Sect. 4.4). The LIA event curve displayed 
does not include most of the Modern Global Warming, as only 
22% of the proxies reached 1950, leading to statistically weak 
inferences. Instrumental records show an additional +0.6 °C from 
the time the reconstruction ends.



millennial cooling trend. Within this background, the 
Holocene, since reaching the HCO, does not display 
warming events, as any significant multi-centennial warm-
ing period is preceded by a similarly significant multi-
centennial cooling period, and Modern Global Warming is 
no exception, as it is preceded by the LIA.

Comparing the Holocene major cold events that in-
clude the lows in the Bray cycle at 0.5, 2.8, and 5.2 kyr, 
plus the major 8.2-kyr event (Fig 6.14) shows that both 
cooling and posterior warming can last from 2 to 4 centu-
ries. Given that solar activity usually returns quite quickly 
to normal levels after a SGM, the slow recovery in tem-
peratures suggests that the atmospheric reorganization 
induced by the changes in solar activity is a slow process 
that takes place unforced, and since the entire event usu-
ally takes over half a millennia, the climate seems to settle 
in a different configuration, as the orbital conditions have 
changed during the time. This could be the reason why the 
lows in the Bray cycle broadly mark the separation be-
tween the different climatic periods of the palynological 
Blytt–Sernander series (Boreal, Atlantic, Sub-Boreal, Sub-
Atlantic periods).

There is paleoclimatological evidence that a poleward 
atmospheric expansion of the Hadley and Ferrel cells, and 
associated wind regimes, including the southern westerly 
winds strengthening and southern displacement associated 
with persistently positive phases of the Southern Annular 
Mode (Antarctic Oscillation) has been taking place during 
the 20th century,  as assessed in the Patagonia (Chile; Mo-
reno et al. 2014). The expansion of the Hadley cells, that is 
usually attributed to ozone depletion, has been measured 
since 1979 at about 1–2° in latitude. The continuation of 
the Hadley cells expansion may suggest that natural re-
covery from the LIA has not ended, since it is believed 
that greenhouse gases contribute little to this phenomenon 
(Allen et al. 2012) and it seems to have been taking place 
for over 100 years. Alternatively, it could be the result of 
the Modern Solar Maximum that has taken place during 
the 20th century (1935–2005; see Sect. 11.6).

To the natural warming caused by the post-LIA recov-
ery we have added anthropogenic warming (see Chap. 9). 
Nowhere is the anthropogenic effect more noticeable than 
in the status of the cryosphere. Globally glaciers have re-
treated to a point last seen around 5000 years ago,  during 
the Mid-Holocene Transition at the start of the Neoglacial 
period.  That is the reason why organic remains like Ötzi, 
the iceman from Tyrol, from 5200 BP are being uncovered 
all over the world. It is possible that the cryosphere is par-
ticularly sensitive to the combination of greenhouse gases 
increase and light absorbing particles increase from an-
thropogenic soot. Nevertheless we cannot rule out that the 
global average temperature is approaching values that took 
place over 5000 years ago, as Fig. 6.14 suggests.

6.10 Conclusions
6a. Periods of low solar activity that characterize the 

2500-year Bray solar cycle coincide in all cases with 
periods of climate deterioration characterized by 
global cooling in land and sea, increased iceberg activ-
ity, glacier advances, atmospheric changes consistent 
with equatorward expansion of polar circulation, Had-
ley cells contraction, and changes in wind and precipi-
tation patterns usually increasing at mid and high lati-

tudes and decreasing at low latitudes with a weaken-
ing of the equatorial monsoons.

6b.  The periods of abrupt climate change associated to the 
lows in the Bray solar cycle coincide with periods of 
crisis for human societies while providing also oppor-
tunities for adaptation and advancement, and often 
coincide with important cultural transitions lending 
support to the hypothesis that climate change acts as 
an engine for societal progress.

6c. Despite a clear and intense paleoclimatic effect, 
changes in solar activity are not properly accounted 
for in our current understanding of climate forcings 
due to our ignorance of the underlying physical 
mechanisms. This underestimation of solar forcing has 
the inevitable consequence of an overestimation of 
anthropogenic forcing.
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7
THE ELUSIVE 1500-YEAR HOLOCENE CYCLE

“Of course there's climate change. Climate change is part of the normal order of things,
 and we know it was happening before humans came.”

Freeman Dyson (2007)

7.1 Introduction
The discovery of the c. 1500-yr glacial Dansgaard-
Oechsger (D–O) cycle in Greenland ice cores (see Chap. 
3), started a quest to identify this cycle in Holocene re-
cords, where its absence was puzzling.  In 1995 Gerard 
Bond and Rusty Lotti demonstrated in deep sea cores that 
glacial-time D–O events matched periods of increased 
iceberg activity and that they were linked to Heinrich 
events (periods of very high iceberg activity in the North 
Atlantic).  The records showed 3–4 D–O events taking 
place between Heinrich events. This oceanic sedimentary 
pattern from the glacial period became known as the 
“Bond cycle.” Since 1996 researchers started to report a 
1500-yr periodicity in Holocene proxies, and it became 
Bond's goal to extend his cycle to the Holocene. He 
claimed to have achieved that in 2001 when he reported 
his famous drift-ice petrological record that revealed a 
series of cold events in the Holocene (Bond et al. 2001). 
Bond's report sparked a paradigm shift because at the time 
the Holocene was generally viewed as climatically stable, 
despite contrary evidence from glacier studies. We have 
seen that Bond's identification of a Holocene cycle was 
wrong (see Fig. 4.17), and his misleading numbering of 
the cold events to try to fit them into a 1500-yr series has 
caused unnecessary confusion in the field. Researchers all 
over the world have tried to match negative temperature 
anomalies and even precipitation fluctuations in their 
proxy records to Bond events, perpetuating the myth.  As 
the evidence is contradictory among reports, the existence 
of a 1500-yr cycle in the Holocene has become more con-
tentious with time. In the words of Raimund Muscheler 
(2012) it is “the enigmatic 1,500-year cycle,”  and accord-
ing to Maxime Debret et al.  (2007) “one of the outstand-
ing puzzles of climate variability.” After an extensive re-
search Heinz Wanner et al. (2011) concluded that “multi-
century cold events were not strictly regular or cyclic, and 
one single process cannot explain their complex spatio-
temporal pattern.”

Could Bond be wrong, Wanner be right,  and still there 
be a manifestation of the D–O cycle in the Holocene? That 
is what the evidence supports, and the nature of the evi-
dence points once more to the process that is the likely 
cause of this climatic cycle.

7.2 What must we expect of a Holocene 
1500-year cycle?
Over the last decade we have greatly increased our knowl-
edge of the D–O cycle (see Chap. 3). We know that D–O 
events are abrupt warming events, that take place at the 
North Atlantic–Nordic seas area. They appear to take place 
when the water stratification is abruptly disturbed, allow-
ing a surge of warm subsurface waters that have accumu-
lated for long periods of time, to melt surface ice and re-
lease heat to the atmosphere (see Fig. 3.14). They require 
high ice conditions and low sea level, between 35 and 100 
m below the present level (see Fig. 3.10). Their trigger 
presents a double periodicity of 4.8 and 3.0 kyr (see Fig. 
3.9). The 3.0-kyr periodicity is sustained by the sequence 
spanning Greenland Interstadials (GI) 5.2-7-8-10, of c. 
9,000 years in a set of three oscillations, and also by the c. 
3.0-kyr distance between GI 19.219.1, GI 17.1–15.2, and 
GI 1–0 (see Sect. 3.4). If there exists a 1500-yr cycle in the 
Holocene related to the D–O cycle, it could be due to a 
sub-harmonic periodicity related to the found 3-kyr perio-
dicity, or both could be harmonics of a shorter elemental 
frequency. Wolfgang Berger and Ulrich von Rad (2002) 
proposed that the 1500-yr cycle is a harmonic of the beat 
between the moon's nodal and apsidal precessions, a hy-
pothesis that fits not only the observed period, but also the 
required mechanism for vertical water mixing through 
tidal forcing.

As described, D–O events cannot take place during 
the Holocene. It is too warm, there is too little ice, and sea 
level is too high. New D–O events will have to wait until 
the next glacial period. However, if the trigger is astro-
nomical, its clock is ticking all the time, and it is fair to 
ask if it might have other effects that could cause a 1500-
yr climate cycle during the Holocene. We already know 
some characteristics that the 1500-yr cycle should present: 
It should take place when the trigger indicates,  and thus in 
phase with the D–O cycle; its manifestation should be 
compatible with a mechanism that promotes vertical water 
mixing (mainly wind and tidal forces); and it might not be 
due to internal variability of the climate. Given that the 
warming nature of the D–O events relies on the presence 
of abundant warm subsurface waters in a specific region, 
the 1500-yr Holocene cycle doesn't have to be a warming 
cycle. In fact, if the trigger promotes vertical water mix-
ing, in most places this would mean sea surface cooling. 
To this author’s knowledge no researcher has set any re-
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quirements on the 1500-yr cycle, except the periodicity, 
and since almost every proxy presents some periodicity, 
often for no obvious reason, several of the reported 1500-
yr proxy periodicities might not correspond to the cycle 
that caused D–O events during glacial periods.

The next question is where to look for the 1500-yr 
cycle. As Bond identified his glacial cycle in North Atlan-
tic sediments, he set out to identify the 1500-yr Holocene 
cycle there too. However, as we saw with the 2500-yr 
Bray cycle (see Chap. 5),  the North Atlantic is especially 
sensitive to low solar activity (see Fig. 5.17), and there-
fore, most Bond events represent solar-induced cooling 
events,  as Bond et al. (2001) highlighted. Some of the 
peaks in the Bond series cannot be assigned to solar activ-
ity and could represent cooling from the 1500-yr cycle.  In 
fact, it has been shown that during the Neoglacial the 
Bond series can be better fitted to a 1500-yr periodicity 
(Debret et al. 2007; see Fig. 4.17). However, given the 
strength of the solar variability signal in the North Atlan-
tic, proxy records from that area usually present mixed 
periodicities more difficult to interpret. This has created 
another problem, as most authors have looked for the cy-
cle in the North Atlantic area, following Bond's steps.  The 
result has been more confusion in the scientific literature 
and some claims that the 1500-yr cycle was perhaps of 
solar origin.

Before reviewing the evidence for the 1500-yr cycle 
let's see where the D–O cycle stands at the start of the 
Holocene. According to Rahmstorf (2003) the abrupt 
warming changes that started the Bølling oscillation and 
the Holocene correspond to D–O events 1 and 0 respec-
tively, and they are separated by 3000 years (Fig. 7.1). He 
also places another event in the middle (DO–A) as possi-
bly responsible for the warming after the Intra-Allerød 
cold period. To check the time relationship between proxy 
records and the D–O clock, the D–O periodicity observed 
in the 15,000–11,000 year BP interval has been projected 
to the rest of the Holocene.

7.3 The 1500-year periodicity during 
the Holocene
For the last 20 years researchers have been reporting a c. 
1500-yr periodicity in Holocene climate proxies. In 2007 
Maxime Debret et al. carried out a wavelet analysis of 
some of these proxy records. The wavelet technique al-
lows to determine two-dimensionally not only the perio-
dicities present in the record, but also the times at which 
those periodicities are found. Debret et al. (2007) conclude 
from their wavelet analysis that the Holocene millennial 
variability is composed of three main periodicities of c. 
1000, 1500, and 2500 years. Based on the coincidence of 
the 1000 and 2500-yr cycles with the wavelet analysis 
profile of 14C and 10Be production rates they defend their 
solar origin. They assign an oceanic origin for the 1500-yr 
periodicity because it is absent from solar proxies and pre-
sent in oceanic proxies. The wavelet analysis also shows 
that in some proxies the c.  1500-year periodicity is not 
continuous through the Holocene, being absent or very 
attenuated during the early Holocene, while in other re-
cords this signal appears a few thousand years earlier. 
However by examining the frequency displayed by these 
proxies it is clear that they cannot correspond to the same 
periodicity, as some are c.  1400 years and others c. 1600 
years. Over the Holocene a 1500-yr periodicity would 
present seven oscillations, and a difference of only 100 
years would cause a phase shift of 700 years, incompatible 
with being different manifestations from the same cycle.

The lack of a 1500-yr solar periodicity has not de-
terred some authors from attributing the 1500-yr periodic-
ity found in oceanic proxies to a more indirect solar cause. 
Dima & Lohman (2008) proposed that the 1500-yr perio-
dicity arises due to a threshold response of the Atlantic 
meridional overturning circulation to a low-frequency so-
lar forcing. Ruzmaikin & Feynman (2011), after analyzing 
several Atlantic proxies,  found the periodicity highly non-
linear and unstable but not purely random, and proposed a 
similar mechanism based on the centennial solar cycle. 
The evidence that certain climate proxies present a c. 
1500-yr periodicity is clear, but many authors doubt that 
they reflect a true stationary periodical oscillation caused 
by internal variability or external forcing (Obrochta et al. 
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Fig. 7.1 The Dansgaard–
Oechsger cycle at the end of 
the last glacial period
80-yr averaged NGRIP !18O 
proxy for Greenland tempera-
ture on the GICC05 timescale, 
after Seierstad et al. (2014). 
Proposed D–O events are 
indicated with continuous grey 
lines. Dashed grey lines repre-
sents the 750-yr harmonic of 
the D–O periodicity. Cold 
periods are indicated above 
the curve, and warm periods 
below. IACP: Intra-Allerød 
cold period.



2012). Hence, the identification of a persistent 1500-yr 
periodicity remains controversial both for the last glacial 
episode and the Holocene.

The approach taken here is to avoid North Atlantic 
proxy records, heavily influenced by solar forcing, due to 
the climatic variability hotspot character of the region. It is 
also assumed that the cycle is coherent from the glacial 
period to the Holocene, maintaining the period and phase. 
Proxies presenting a c. 1500-yr periodicity are required to 
match the 1500-yr D–O pattern shown in Fig. 7.1 extended 
into the Holocene. Vertical lines in figures will mark exact 
1500 years periods since 11,700 BP,  with dashed vertical 
lines indicating the midpoints. This strict requirement en-
sures that the proxies identified are all oscillating with the 
same phase and matching the D–O phase through the 
Holocene.

7.4 The oceanic 1500-year cycle
Among the possible explanations for the 1500-yr cycle 
proposed by different authors, most appear to attribute it to 
an oceanic oscillation, whether externally forced or due to 
internal variability. However most oceanic proxies that 
contain a 1500-yr frequency signal display a very complex 
pattern, indicating that the proxy is affected by other cli-
mate cycles and changes, and precluding a clear identifica-
tion of the 1500-yr cycle.

Sea-surface temperature (SST), is affected by changes 
in wind patterns, wind strength, insolation, cloud cover, 
pressure, and precipitation patterns, among other factors. 
Thus, most SST proxy records, especially those from the 
North Atlantic, do not display a recognizable 1500-yr cy-

cle. One exception is the northwestern Pacific SST 
alkenone-based proxy record from the coast off Japan re-
ported by Isono et al. (2009; Fig 7.2a).  Although the tem-
perature reconstruction does present a 1500-yr periodicity 
that matches the D–O pattern, the match presents a clear 
180° phase shift at 7 kyr BP (Fig. 7.2a, black bar), when 
higher temperatures went from taking place at mid-cycle 
before the shift, to lower temperatures taking place at mid-
cycle afterwards.

Water temperature right above the thermocline (usu-
ally 50–100 m deep) is less affected by precipitation and 
insolation changes, and can be determined by the oxygen 
isotopic composition, or the Mg/Ca ratio,  of sedimented 
shells from foraminifera that inhabit that zone. Wang et al. 
(2016) determined the 18O variations from the foram Pul-
leniatina obliquiloculata, a thermocline dweller, in a ma-
rine sediment core from the Okinawa Trough, where the 
Kuroshio Current transports warm waters from the tropics 
to higher latitudes. The sea subsurface temperature proxy 
displays a very clear 1500-yr cycle in phase with the D–O 
cycle, where for the past 7000 years higher temperatures at 
the thermocline took place at the times determined by the 
D–O periodicity (Fig. 7.2b). Curiously this proxy also 
seems to present a 180° phase shift around 8000 years ago, 
as prior to that date it was lower temperatures and not 
higher ones that coincided with the D–O periodicity (Fig. 
7.2b,  black bar). And it is not only the temperature, but 
also the strength of the Kuroshio Current that appears to 
be affected by the 1500-yr cycle, as this periodicity is 
found also in the 5–18 "m particle fraction that originates 
from Taiwan rivers and is transported north by the current 
into the Okinawa Trough (Zheng et al. 2016; Fig. 7.2c). At 
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Fig. 7.2 Oceanic proxy records dis-
playing the 1500-year cycle
a) Variations in detrended alkenone-
derived SST from a core off the coast 
of central Japan in the northwestern 
Pacific. After Isono et al. (2009). b) 
Variations of oxygen isotope signature 
from Pulleniatina obliquiloculata 
calcite in a sediment core at the Oki-
nawa Trough at the southeastern part 
of the East China Sea, as a proxy for 
top of the thermocline temperature. 
After Wang et al. (2016). c) Marine 
sediment core 5–18 µm siliciclastic 
fraction originated from Taiwan rivers 
and transported by the Kuroshio Cur-
rent to the Okinawa Trough as a 
proxy for the strength of the Kuroshio 
Current. After Zheng et al. (2016). d) 
!18O measurements from Globigerina 
bulloides from a Murray Canyon 
(Great Australian Bight) marine sedi-
ment core as a proxy for intermediate 
water temperature. After Moros et al. 
(2009). D–O periodicity (see Fig. 7.1) 
is indicated with vertical continuous 
grey lines. Dashed grey lines repre-
sent the 750-yr harmonic of the D–O 
periodicity. Black horizontal bars: 
Periods with an apparent 180° phase 
shift in data periodicity. Thick sinu-
soidal curve: 1500-yr periodicity ac-
counting for the shift.



some of the times that coincide with the D–O periodicity 
the presence of this fraction collapses, indicating a sudden 
drop in the current strength, probably due to the Kuroshio 
Current not entering the Okinawa Trough.

The effect of the D–O cycle on halocline water tem-
perature was already reviewed in Chap. 3 (see Fig. 3.14; 
Dokken et al. 2013), and was one of the arguments used to 
support its possible tidal nature.  It is therefore very inter-
esting that the Holocene 1500-yr cycle displays a similar 
manifestation, not only in the Northwest Pacific, but also 
in the Southern Ocean. Moros et al. (2009) determined 
thermocline water temperature changes during the Holo-
cene at Murray Canyon (Great Australian Bight) using the 
oxygen isotopic signature of another thermocline foram, 
Globigerina bulloides. Interestingly the record not only 
displays a clear 1500-yr periodicity in phase with the D–O 
cycle (Fig. 7.2d), but it also has a characteristic saw-tooth 
aspect quite similar to the reported proxy record from the 
last glacial period in the Norwegian Sea (see Fig.  3.14). 
And again, we find a period between 9–8,000 years BP 
when the record displays a 180° phase shift (Fig. 7.2d, 
black bar).

Although these oceanic proxy records are all very 
consistent in displaying an in-phase 1500-yr periodicity, 
they don't give a consistent temperature signal. The NW 
Pacific SST proxy and the Kuroshio Current subsurface 
temperature proxy display a warming signal at the speci-
fied D–O periodicity, while the Southern Ocean proxy 
displays the opposite signal. The warming nature of the 
glacial D–O cycle appears to respond to the specific condi-
tions of warm water accumulation below a fresh cold 
thermocline layer in the Nordic Seas and is not intrinsic to 
the cycle nature. At the position where the SST were de-
termined by Isono et al. (2009; Fig.  7.2a) the warm Kuro-
shio Current and the cold Oyashio Current mix, while the 
Great Australian Bight record site is close to the present 
northern limit of sub-Antarctic water. Therefore, the tem-
perature response to the 1500-yr pacing might be deter-
mined by regional or hemispheric climatic conditions and 

thus the cycle does not appear to convey a temperature 
signal by itself.

7.5 The atmospheric 1500-year cycle
In 1997 Paul Mayewski and colleagues reported that the 
chemical ions found in GISP2 ice core presented a 1450-yr 
periodicity during the last glacial period, that extended 
into the Holocene. The chemical species that precipitate on 
polar snow are introduced into the atmosphere by sea salt 
aerosols and continental dust, and their abundance de-
pends on atmospheric conditions. Using the relative abun-
dance of these chemical tracers, Mayewski et al. (1997) 
reconstructed a polar circulation index (PCI) that provides 
a relative measure of the average size and intensity of po-
lar atmospheric circulation. In general terms, PCI values 
increase (e.g., more continental dusts and marine contribu-
tions) during colder portions of the record (stadials) and 
decrease during warmer periods (interstadials and intergla-
cials).  Although the amplitude of the PCI changes de-
creases markedly during the Holocene, due to its much 
tamer climate variability, the 1450-yr cycle persists in the 
record.  This indicates that the nature of the periodicity is 
the same, and that the increase in PCI that accompanies 
the cycle is associated with more active atmospheric circu-
lation, due to colder winter conditions.  A periodogram for 
the last 11,500 years shows that not only the 1450-yr peak 
is significant at the >99% level,  but also the 725 and 2900-
year harmonics, and that neither of these peaks can be 
assigned to 14C production variability indicative of a solar 
origin (Mayewski et al. 1997; Fig. 7.3).

Another atmospheric-linked proxy record that dis-
plays a very clear,  in phase, 1500-yr periodicity comes 
from the Arabian Sea, where dust from the Arabian desert 
containing rare-earth elements (REE) is deposited after 
being transported by northwesterlies (Sirocko et al. 1996). 
Determination of the variability of a group of these REE in 
a marine core efficiently balances analytical errors for 
each of them, and the resulting REE-score shows a very 
significant 1500-yr periodicity that is in phase with the D–
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Fig. 7.3 Power spectra for the 
Polar Circulation Index during 
the Holocene
PCI series covering the last 
11,500 years. Spectral peaks 
above the horizontal line are 
significant at the >99% signifi-
cance level. After Mayewski et 
al. (1997). The 725 and 1450-yr 
peaks are sub-harmonics of the 
much larger 2900-yr peak that 
likely corresponds to the 3.0 kyr 
frequency found in the D–O 
cycle (see Chap. 3). The 2300-yr 
peak likely corresponds to the 
2500-yr solar cycle, affected by 
cycle irregularities (see Chap. 5).



O cycle (Fig. 7.4a).  In addition, this proxy record displays 
a 1500-yr cycle continuously for the past 19 kyr (11.7 kyr 
shown in Fig. 7.4a) supporting that the pacing mechanism 
is always ticking and not affected by the drastic climatic 
changes that took place between 19–11 kyr ago. Further-
more,  for the first 10,000 years (19–9 kyr BP) the increase 
in dust took place at mid-cycle, while for the last 8,000 
years the mid-cycle showed a decrease in dust. Between 9 
and 8 kyr BP the cycle displayed a 180° phase shift (Fig. 
7.4a, black bar) as in previous cases. This phase shift is 
probably affecting the cycle periodicity determination, 
reported as 1450 years (Sirocko et al.  1996). When plotted, 
the oscillations are clearly spaced at 1500 years on both 
sides of the shift, but the introduction of a half length os-
cillation, to produce the 180° phase shift, changes the av-
erage to c. 1450 years.

The cyclic increase in Arabian REE-containing dust 
probably reflects an increase in northwesterlies strength, 
although a cyclic increase in aridity reflected in a higher 
dust production cannot be ruled out. In fact, evidence of 
the association between the 1500-yr cycle and precipita-
tion has been found in the Mid-Atlantic region of the US, 
where two lake sediment cores show that periods of low 
lake levels took place at a 1500-yr periodicity (Li et al. 
2007; Fig. 7.4b). Exposure of marls due to low lake levels 
led to their oxidization and magnetic intensity increase, 
followed by their transport and re-sedimentation. Despite 
the age-depth model imprecision of this proxy and both 
cores showing different peaks, the coincidence of the 
peaks with the D–O periodicity appears clearly within 
dating error. The question of the possible 1500-yr cycle 
association with a precipitation cycle in certain regions is 
an interesting one that deserves more research,  as we ap-
proach a new cycle peak (c.  AD 2180) and precipitation is 
so critical to our society.

7.6 The 4.2 kyr event
At about 4,200 yr BP an abrupt climatic event (ACE) took 
place that had a strong aridity effect at middle and low 
latitudes in Africa, the Middle East and southern Asia. The 
intense drought reduced precipitation by about 30% for 
about 100–200 years likely causing the end of the Egyp-
tian Old Kingdom, the collapse of the Akkadian Empire in 
Mesopotamia, and initiated the dispersion of the urban 
Harappan civilization in the Indus Valley. The 4.2-kyr 
ACE is also seen throughout the Northern Hemisphere but 

in a more complex and irregular manner,  unlike most 
Holocene cold events. Although intense cooling is de-
tected in Iceland lake sediments at 4.2 kyr BP (Geirsdóttir 
et al. 2013), it is brief and completely reversed in about 
100 years.  Glacier advances are also recorded at the time 
in Central Asia, the Southern Hemisphere and North 
America (Mayewski et al.  2004). Interestingly, the 4.2-kyr 
ACE is also seen in the GISP2 Greenland ice core. It 
shows as a significant drop in chlorides (sea salt) concen-
tration (a sea-ice proxy; Mayewski & White 2012), unlike 
most cold events of the Holocene, suggesting that the cold 
might have been accompanied by reduced precipitation.

Proxies indicate that the 4.2-kyr ACE is centered in 
the Arabian sea region, affecting the East African and 
Asian monsoons, the Mediterranean and Southern Europe, 
with a smaller effect on the North Atlantic region and 
South America, while the cooling appears global. A 
Kilimanjaro (East Africa) ice core presents a 200-fold in-
crease in dust particles at the time (Thompson et al. 2002; 
Fig. 7.5a), while a marine sediment core in the Gulf of 
Oman presents a 10-fold increase in wind transported 
dolomite from the Mesopotamian region (Cullen et al. 
2000; Fig. 7.5b).

Tierney at al.  (2011) analyzed in detail the hydrology 
of Lake Challa, close to Kilimanjaro. One of the proxies 
they used was the proportion of deuterium in lake sedi-
ment plant leaf waxes, interpreted as a proxy for the 
strength of the East African monsoon. While other proxies 
indicate Lake Challa did not have low lake levels at the 
time, !Dwax indicates the monsoon decoupled at the time 
from the total rainfall amount in the local basin. The East 
African monsoon showed at the time its weakest values in 
the entire Holocene (Tierney et al.  2011; Fig. 7.5c).  The 
4.2-kyr ACE coincides also with a period of weakness of 
the Asian monsoon (see Fig.  4.18). The general monsoonal 
weakness during the 4.2-kyr ACE must have contributed 
to its unusual aridity.

We must conclude that the 4.2-kyr event is a uniquely 
abrupt regional arid event that also caused global cooling. 
Regional proxies that show it best do not display a clear 
periodicity, indicating that Holocene climate cycles were 
not the cause. Furthermore, regional proxies support the 
unique nature of the 4.2-kyr ACE within the Holocene in 
terms of dust and mineral production (Fig. 7.5a, b).  The 
strong monsoon weakening and severe regional aridifica-
tion (Fig.  7.5c) are different to the rest of Holocene cool-
ing events and underscore a primary atmospheric manifes-
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Fig. 7.4 Atmospheric proxies for the 1500-
year cycle
a) Changes in Arabian dust rare-earth elements 
abundance in an Arabian Sea sediment core. 
Black bar: Period with an apparent 180° phase 
shift in data periodicity. After Sirocko et al. 
(1996). b) Isothermal Remanent Magnetization 
as a moisture proxy in two lake cores (WL 03-1 
continuous, WL 03-2 dotted) from White Lake, 
New Jersey, USA. After Li et al. (2007). Pink 
vertical bar: Position of the 4.2 kyr arid event. 
D–O periodicity (see Fig. 7.1) is indicated with 
vertical continuous grey lines. Dashed grey 
lines represent the 750-yr harmonic of the D–O 
periodicity. Black horizontal bar: Period with 
an apparent 180° phase shift in data periodicity. 
Thick sinusoidal curve: 1500-yr periodicity.



tation. Its cause is a complete mystery. Most authors talk 
about shifts and thresholds in oceanic/atmospheric sys-
tems. No big volcanic eruption or asteroid impact capable 
of such global effect has been convincingly linked to the 
event,  although the abruptness, nature and development of 
the arid-cold event is compatible with a big tropical vol-
canic eruption or asteroid impact. Since 1998 soil scientist 
Marie–Agnès Courty has been defending that soil micro-
fabrics bear the signature of a cosmic impact at the time 
(Courty et al. 2008). However, the lack of more substan-
tive evidence, like iridium, nickel or platinum spikes, or a 
well-dated crater, has made her research largely ignored.

Whatever its cause, the 4.2-kyr event had a brutal 
impact on human societies,  crippling the most advanced 
civilizations at the time and changing the course of history. 
The world is now 100 times more populated and, despite 
civilization advances, no less vulnerable to the effects of 
the changes described. The success of the Akkadian em-
pire was partly due to the sophisticated measures (at the 
time) they implemented to cope with recurrent droughts in 
the region. They were just unprepared for the unimagin-
able scale of what came their way. A Sumerian literary 
text, “The cursing of Agade” (Akkad; Black et al.  1998), 
perhaps constitutes the first written source describing a 
widespread climate catastrophe. It narrates the confronta-
tion of king Naram–Sin of Akkad (2254–2218 BC) with 
Enlil, god of wind and storms.

“As if it had been before the time when cities were 
built and founded, the large arable tracts yielded no grain, 
the inundated tracts yielded no fish, the irrigated orchards 
yielded no syrup or wine, the thick clouds did not rain, the 
macgurum plant did not grow. In those days, oil for one 
shekel was only half a liter,  grain for one shekel was only 
half a liter, wool for one shekel was only one mina,  fish for 
one shekel filled only one ban measure -- these sold at 
such prices in the markets of the cities! Those who lay 
down on the roof, died on the roof; those who lay down in 

the house were not buried. People were flailing at them-
selves from hunger”.

The 4.2-kyr ACE has been chosen as a convenient 
point to divide the Holocene by the International Union of 
Geological Sciences, separating the Northgrippian and 
Meghalayan stages at 4250 b2k (4200 BP; Walker et al. 
2018). It is a questionable choice (Voosen 2018), as the 
event was mainly regional, with hemispheric repercus-
sions,  and it does not constitute a geological or climatic 
divide. The 5.2-kyr ACE (Thompson et al.  2006) can be 
considered the start of the Neoglaciation,  and had global 
manifestations. It can be argued that constitutes a better 
choice, but it does not neatly divide the post-Greenlandian 
period into two equal parts.

7.7 Storminess, drift ice and tidal 
effects
The proposed lunisolar tidal basis for the 1500-yr cycle 
(see Sect. 3.9) has an outstanding prediction. One of the 
most salient effects of high tides is that they multiply the 
water rise due to storms (storm surge). Hurricane Sandy in 
New York City, 2012, had a storm surge of 4.2 m (14 ft) 
due to high tides at the time. By analyzing past storminess 
records we should be able to detect the effect of the 1500-
yr cycle if indeed it is a tidal cycle. The difficulty is that 
storms have a random nature and it is necessary to com-
bine multiple records from different locations. Sorrel et al. 
(2012) analyzed high-energy estuarine and coastal sedi-
mentary records from the macrotidal Seine Estuary and 
Mont-Saint–Michel Bay in the southern coast of the Eng-
lish Channel and defined five Holocene storm periods that 
also reflected periods of high storm activity at other north-
ern European locations (Sorrel et al. 2012; Fig. 7.6a). Ac-
cording to the authors, these periods of high storm activity 
occurred periodically with a frequency of about 1,500 
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Fig. 7.5 The 4.2 kyr abrupt 
climatic event
a) 50-year average of the 
Holocene dust history from 
Kilimanjaro ice core NIF3. 
Dust concentration measured 
as 0.63–16.0 "m diameter 
particles per ml sample. After 
Thompson et al. (2002). b) 
Gulf of Oman core M5-422 
changes in dolomite which 
reflect eolian mineral supply 
from Mesopotamian sources. 
After Cullen et al. (2000). c) 
Deuterium changes in sedi-
mentary plant leaf wax !Dwax 
measured as ‰ vs. Vienna 
standard, as a proxy for East 
African monsoon strength at 
Lake Challa (Kenya). After 
Tierney et al. (2011). Pink 
vertical bar: Position of the 
4.2 kyr arid event.



years, closely related to cold and windy periods identified 
by Bond et al. (2001), and Wanner et al. (2011).

The temporal resolution of the Sorrel et al. (2012) 
findings can be improved if we use more records. Costas 
et al. (2016), in their SW Europe Holocene windiness 
study, cite 17 storminess studies from Iceland and Scandi-
navia to the western Mediterranean (Costas et al. 2016, 
their figure 10; Fig. 7.6b). The result of scoring these 17 
studies is displayed in Fig. 7.6c, showing that the stormi-
ness cycle has not only a 1500-yr periodicity,  but the pe-
riodicity is coherent with the D–O cycle. This semi-
quantitative reconstruction shows an increase in stormi-
ness levels with time. This increase could simply be due to 
a better preservation of more recent records or alterna-
tively reflect the effect of the increasingly colder Neogla-
cial period on cyclone frequency. This interpretation is 
supported by the high frequency of storms during the Lit-
tle Ice Age, the coldest period of the Holocene.

The tidal hypothesis for the 1500-yr cycle is strength-
ened by the storminess evidence. As expected, the cycle 
displays a clear association with storminess intensity. In 
the tidal hypothesis, as proposed by Berger & von Rad 
(2002), the 1500-yr periodicity is a harmonic of the beat 
between the moon's nodal and apsidal precession. This 
configuration allows the manifestation of power at the 
other harmonic periodicities, and indeed that is the case, as 
storminess also displays an increase at the 750-year perio-
dicity (Fig. 7.6c arrows), and the LIA storminess maxi-
mum coincides with this half cycle periodicity.

Wolfgang Berger proposed the tidal hypothesis of the 
1500-yr cycle after studying the varved sediments in an 
oxygen-minimum zone of the continental slope off the 
coast of Pakistan in the Arabian Sea. Varve thickness and 
the presence of turbidites (sedimentary storm deposits) 
display a large proportion of multiples of the basic tidal 
cycles of the lunar perigee and the lunar half-nodal. Three 
of the four longest cycles detected in the 5000-year sedi-
mentary record are 366, 490 and 750 years which are one 
fourth, one third, and half the 1500-yr cycle (Berger & von 
Rad 2002). The authors link the tidal cycle to Bond events 
of increased drift ice through a periodical removal of 
marine-based glacial ice from the shelves by unusually 
high tidal waves.

This conjecture might have support from drift ice data 
off the coast of Alaska obtained by Darby et al.  (2012),  
although the authors appear unaware of Berger's work. 
Darby and colleagues assessed patterns of sea-ice drift in 
the Arctic Ocean over the past 8,000 years by geochemi-
cally determining the source of ice-rafted iron grains in a 
sediment core off the coast of Alaska. They identified 
pulses of sediment carried by sea ice from the Kara Sea, 
that display a 1500-yr periodicity (Darby et al. 2012; Fig. 
7.7). The periodicity is coherent and in phase with the D–
O periodicity (Fig. 7.7a) supporting the same causality. 
Furthermore, spectral analysis of the data shows not only 
the 1500-yr peak, but also the two lower harmonics (Fig. 
7.7b). This composite nature of the 1500-yr cycle also 
agrees well with the tidal hypothesis.
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Fig. 7.6 The 1500-year storminess cycle
a) Five Holocene widespread storm intervals (boxes) defined on the basis of nine independently dated records of northern coastal Europe 
storm activity. After Sorrel et al. (2012). b) Periods of high storm activity (black bars) from seventeen independent storminess studies for 
the North Atlantic and Western Mediterranean compiled from the literature by Costas et al. (2016). The numbers correspond to the refer-
ences given in Costas et al. (2016) their figure 10. c) Score of the number of studies in (b) that identify any point in time as belonging to a 
high storm activity period. This storminess meta-figure reveals the 1500-yr cycle. D–O periodicity (see Fig. 7.1), indicated with vertical 
continuous grey lines. Dashed grey lines represent the 750-yr harmonic of the D–O periodicity. Thick sinusoidal curve: 1500-yr periodic-
ity. Arrows indicate storminess power at the 750-yr harmonic.



7.8 Ending the confusion about the 
1500-year cycle
For historical reasons the Holocene 1500-yr cycle has 
been mired in confusion since it was first proposed. The 
evidence to clarify its timing, cause and effects has already 
been made available by the many researchers studying it. 
But first it is necessary to separate this cycle manifesta-
tions from those coming from other oscillations within the 
abundant noise resulting from climate variability.  This 
chapter has dealt only with the 1500-yr cycle that relates 
to the 3000-yr tidal periodicity present in the D–O cycle 
(see Chap. 3). But the D–O cycle also presents a 4800-yr 
tidal periodicity, and it was shown in Chap. 3 that both 
periodicities relate through the 1800-yr lunisolar tidal cy-
cle. This other cycle, studied by Keeling & Whorf (2000), 
is likely to be present also during the Holocene and prox-
ies displaying that periodicity have been reported (Fletcher 
et al. 2013; Di Rita et al. 2018).

As the glacial D–O cycle (Fig. 7.1) and the Holocene 
1500-yr cycle display phase coherence and similar mani-
festations (subsurface water-stratification disruption at the 
halocline, polar atmospheric circulation intensification, 
and enhanced Arctic drift ice), it can be assumed that they 
represent different states of the same cycle, due to the very 
different climatic conditions at those two periods.  Over the 
last decades the D–O cycle has become increasingly ques-
tioned (Ditlevsen et al.  2007; Obrochta et al. 2012). The 
initially described D–O 1470-yr periodicity based on the 
original GISP2 timescale disappears when using the more 
recent GICC05 age model (see Fig.  3.8b). However the 
3000-yr periodicity is strengthened, of which the 1500-yr 
periodicity appears to be a harmonic. A 1470-yr periodic-
ity does not fit the evidence presented here, as over the 
course of the Holocene the accumulated drift would be of 
240 years which is larger than what is observed in the 

proxy data presented. When discussing the cause of the 
1500-yr cycle we must take into account the nature and 
distribution of the proxies that display it. These proxies are 
spread all over the world (Fig. 7.8), making it very diffi-
cult to argue that the cycle might be caused by internal 
variability or specific oceanic currents.

Any hypothesis for this cycle must explain the exact 
timing and global synchroneity of these events. Authors of 
the studies on the Northwest Pacific proxies have pro-
posed teleconnections linking the North Pacific Gyre with 
the North Atlantic through the westerlies, but this explana-
tion falls short since this also requires teleconnections with 
the Southern Ocean. As there are no inter-hemisphere tro-
pospheric winds, and currents would have a delay of dec-
ades to centuries, this seems implausible. The only consis-
tent explanation is an external pacer. This pacer cannot be 
the sun for multiple reasons. There is no 1500-yr solar 
cycle; the effect on subsurface waters takes place at the 
halocline, at 50–100 m depth, and even below sea ice dur-
ing the glacial period. These characteristics are difficult to 
explain with a solar cause. Further, the cycle can cause 
either cooling or warming depending on location and con-
ditions.

The lunisolar tidal hypothesis, however, can explain a 
global synchronous effect and the variety of manifesta-
tions, as it enhances both atmospheric and oceanic tides. 
Unlike a solar cycle, a tidal cycle does not carry a tem-
perature signal, and temperature changes are determined 
within the climate system depending on conditions. Fur-
thermore, the tidal hypothesis is built over shorter harmon-
ics, and some of those harmonics described by Berger and 
von Rad in 2002 have been observed (Figs. 7.3, 7.6 & 7.7; 
Mayewski et al. 1997; Darby et al. 2012). One of the prob-
lems of the tidal hypothesis is that the cycle is composed 
of a basic unit of c. 375 years, while most of the power is 
displayed at the 1500-yr harmonic.  Berger & von Rad 
(2002), advanced a possible explanation:
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Fig. 7.7 The 1500-year cycle in Holocene 
Arctic sea ice drift
a) 100-year average of the Kara Sea iron grain-
weighted percentage in core JPC16. The iron 
grains originated in the Kara Sea and were 
deposited on the coast off Alaska by sea-ice 
drift. D–O periodicity is indicated with con-
tinuous grey lines. Dashed grey lines represent 
the 750-yr harmonic of the D–O periodicity. 
After Darby et al. (2012). Thick sinusoidal 
curve: 1500-yr periodicity. b) Time series 
analysis of the iron grains, by the maximum 
entropy method. The dashed curve is the 0.99 
confidence limit for the record. A prominent 
1.5 kyr cycle and its harmonics are present in 
the Kara dataset.



“...these tidal maxima [have to] occur in the correct 
seasonal window. The [1500-year cycle] would thus have 
a plausible mechanism, that is, lunar forcing tied to sea-
son.”

During the glacial cycle that season would be the 
summer, when sea ice is at a minimum, while during the 
Holocene the season could be the winter, when the cooling 
effect would be maximal. If this explanation is correct it 
should have two important predictions.  The first one is 
that in the transition from the glacial period to the Holo-
cene, the change to the opposite season should cause a 
180° phase shift in the cycle.  This is exactly what we find 
in several proxies (Fig. 7.2a, b & d; Fig. 7.4a; black bars). 
This 180° phase shift in most 1500-yr cycle proxies is un-
likely to be a coincidence.  In the four cases shown it hap-
pens within a period of 3750 years (between 9500 and 
5750 BP) that coincides with the Holocene Climatic Op-
timum. The shift in phase manifested by proxies supports 
a seasonally-tied forcing that bears no temperature signal, 
allowing the cycle to adapt to the different climate condi-
tions between glacial periods and interglacials. Another 
consequence of the shift in phase is that it affects the pe-
riodicity of the cycle in frequency analyses. The periodic-
ity has to be determined outside the shift.  This explains 
why the REE abundance in Arabian Sea core 74KL was 
reported at 1450 years and when plotted it shows a 1500-
yr periodicity compatible with the D–O periodicity (Fig. 
7.4a). The other prediction is that if the effect of the 1500-
yr cycle is tied to the season, it should be opposite in each 
hemisphere, as the seasons are inverted. Again, that is 
what is found, as the cycle tied to subsurface water tem-
peratures is inverted between the Southern Ocean and the 
Northwest Pacific (compare Fig. 7.2b & d).

Regardless of its cause, by knowing its timing, we can 
analyze the effects of the 1500-yr cycle during the Holo-

cene. The polar circulation index reconstruction 
(Mayewski et al. 1997) suggests the cycle is associated in 
the Arctic region with increased cooling and more winter-
like conditions. North Atlantic proxies, however, support 
that the cooling effect was muted during the Holocene 
Climatic Optimum (Debret et al. 2007),  a period when we 
see some of the proxies experiment a 180° phase shift. 
Comparison of the 1500-yr cycle with the Bond series of 
ice-drift activity in the North Atlantic further confirms the 
lack of effect during this period (Fig. 7.9, downward ar-
row). It is only during the Neoglacial cooling of the past 
6000 years when the cycle is consistent with an increase in 
drift ice (Fig. 7.9, upward arrows) responsible for giving 
the record its 1500-yr apparent periodicity, but indicative 
that the 1500-yr cycle is only contributing to the drift ice 
record, and not its primary driver.

Unlike in the case of the 2500-yr cycle, a Holocene 
temperature reconstruction (see Fig.  4.4) does not show a 
clear effect of the 1500-yr cycle on global temperature. If 
Berger's tidal, season-linked, hypothesis is correct, global 
temperatures would see less effect from the cycle than 
hemispheric temperatures.

The 1500-yr climate cycle is the millennial cycle 
whose peak effect is scheduled to take place next, at c. AD 
2180. What should we reasonably expect from such cyclic 
occurrence? If our knowledge of the cycle is correct we 
should see bigger tides and an increase in storm flooding 
events.  There should be an increase in Arctic sea ice and 
iceberg activity.  We should also see an increase in zonal 
wind circulation and associated precipitation changes. 
Most of the effects could be smaller than in previous in-
stances of the cycle if global temperature continues at the 
current level or increases over the next 150 years. Any 
decrease in Northern Hemisphere surface temperature 
caused by the cycle should be limited, and global average 
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Fig. 7.8 Global distribution of proxies displaying the 1500-year cycle
Evidence from proxies reflecting oceanic (circles), wind (diamonds), storm (triangles), tidal (square) and drift ice (circled asterisk) mani-
festations. References for these proxies are given in figures 7.2 to 7.7.



temperature should not be reduced by much, probably not 
more than 0.2 °C, as suggested by the standard deviation 
in a global reconstruction where its effect cannot be de-
tected (Marcott et al. 2013).  It will be however an out-
standing opportunity to study the 1500-yr cycle and estab-
lish the reality of climate cycles at the millennial level, if 
any observed effect is correctly attributed.

7.9 Conclusions
7a. The 1500-year cycle displayed in Northern Hemi-

sphere records from the last glaciation is also observed 
in Holocene records from all over the world.

7b.  The cycle is most prominently displayed in oceanic 
subsurface water temperature, Arctic atmospheric cir-
culation, wind deposits, Arctic drift ice, and stormi-
ness records.

7c. Proxies indicate the cycle also displays power at the 
750-year harmonic and might have undergone a phase 
shift during the Holocene Climatic Optimum.

7d.  A lunisolar tidal hypothesis currently best explains the 
cycle's timing, features, and effects.  The hypothesis 
proposes that the cycle is season linked and thus has 
opposite manifestations in each hemisphere.

7e. The tidal hypothesis also provides an explanation for 
the cycle's lack of a temperature signal,  a phase shift 
observed during the Holocene Climatic Optimum, as 
well as the apparent opposite response from a South-
ern Hemisphere proxy.

7f. Although the 1500-year cycle is associated with cool-
ing indicators in the Northern Hemisphere, its effect 
on global temperatures remains to be determined.

7g. The next peak effect of the 1500-year cycle is expected 
in about 160 years, and will provide a rare opportunity 
to clarify its causes and effects.
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Fig. 7.9 The 1500-year cycle and Bond events
Holocene record of North Atlantic iceberg ac-
tivity (black curve) determined by the presence 
of drift-ice petrological tracers. After Bond et 
al. (2001). The 1500-yr cycle is represented by 
vertical grey lines indicating the D–O periodic-
ity (continuous lines) or its harmonic (dashed 
line), and by the fitted 1500-yr cyclic periodic-
ity (sinusoidal curve). A downward arrow 
marks the lack of correlation during the first 
half of the Holocene, while upward arrows 
suggest some effect of the 1500-yr cycle on 
iceberg activity during the last 6000 years.
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8
CENTENNIAL TO MILLENNIAL SOLAR CYCLES

“If the prolonged maximum of the 12th and 13th centuries and the prolonged minima of the 16th and 17th century are 
extrema of a cycle of solar change, the cycle has a full period of roughly 1000 years. … These coincidences suggest a 

possible relationship between the overall envelope of the curve of solar activity and terrestrial climate in which the 11-year 
solar cycle may be effectively filtered out or simply unrelated to the problem.”

John A. Eddy (1976)

8.1 Introduction
The study of solar cycles and their climatic effect is ham-
pered by a very short observational record (c. 400 years), 
an inadequate understanding of the physical causes that 
might produce centennial to millennial changes in solar 
activity, and an inadequate knowledge of how such 
changes produce their climatic effect. Despite this lack of 
a solid theoretical framework, paleoclimatologists keep 
publishing article after article where they report correla-
tions between solar proxy periodicities and climate proxy 
periodicities, and the observational evidence is now so 
abundant as to obviate the lack of a theory or well defined 
mechanism.

Study of the atmospheric effects of the 11-year solar 
cycle reveals a tropospheric reorganization characterized 
by wintertime changes in zonal wind circulation, the lati-
tudinal temperature gradient,  and poleward heat transport 
(Brugnara et al. 2013; Zhou & Tung 2013). Since the ef-
fects are season-specific, affected by other factors like El 
Niño/Southern Oscillation and stratospheric circulation, 
and reverted from low to high solar activity over the 
course of a few years, the climatic signal of the 11-year 
cycle is faint, amounting to 0.1–0.2 °C surface temperature 
change over the cycle (Tung & Camp 2008). This small 
effect of the 11-year cycle contrasts with the very large 
climatic effect of long solar cycles revealed by proxy evi-
dence (see Chap. 5).  The obvious explanation is that solar-
induced climatic changes can be cumulative when solar 
activity is affected for a long time. Consistent with this 
possibility, a multidecadal lagged cumulative effect has 
been observed in Greenland temperature response to solar 
forcing (Kobashi et al. 2015).

If the climatic effect of centennial to millennial solar 
cycles is the result of cumulative effects from persistently 
affected solar activity, the effect must present a bias to-
wards being more intense during periods of persistently 
low solar activity. The reason is that high solar activity is 
always interrupted every 5–6 years by a solar minimum, 
while low solar activity during solar grand minima (SGM) 
can be uninterrupted for decades. This reasoning is consis-
tent with the outsized climatic effect found during the lows 
of the millennial and multi-millennial solar cycles (see 
Chap. 5), exemplified in the Little Ice Age (LIA). By con-
trast centennial and multi-centennial solar cycles display a 
much smaller climatic effect when their lows take place 
centuries away from millennial lows, like in the present.

Solar cycles are non-stationary, quasi-periodic oscilla-
tions in solar activity that display great variability in their 
period and amplitude. The 11-year solar cycle since 1750 
has comprised oscillations from 9 to 13.6 years in length, 
and from 80 to 280 monthly smoothed maximum sunspots 
in amplitude (WDC–SILSO international sunspot num-
ber). This cycle even disappeared completely during the 
Maunder Minimum, when over a decade could pass be-
tween observations of a single sunspot (Eddy 1976). Simi-
lar properties can be observed in the long solar cycles, that 
might present irregular oscillations both in length and am-
plitude, to the point of having missing oscillations. The 
cycle might disappear for a time before returning with the 
same quasi-periodicity as the 11-yr cycle did during the 
Maunder Minimum. Such properties cannot be presently 
explained, as we ignore the origin of the sun cyclical be-
havior, but as they are accepted as properties of the 11-
year cycle, they should also be accepted as properties of 
long solar cycles, instead of being used to refute their exis-
tence.

8.2 The millennial Eddy solar cycle
Frequency analysis of Holocene solar activity reconstruc-
tions shows a peak at c.  1000 years that displays modula-
tion by the 2500-year cycle (Usoskin 2013; see Fig. 5.9b 
& c). Wavelet analysis shows the c.  1000-year periodicity 
having a strong signal between 11,500 and 4,500 yr BP, 
and between 2,500 and present time, but a much lower 
signal between 4,500 and 2,500 yr BP (Ma 2007; Fig. 8.1 
grey area). This period of two millennia displays an inter-
ruption of the SGM that can be identified as belonging to 
the Eddy cycle (Fig. 8.1a). The average period of the c. 
1000-year cycle can be calculated from the SGM at 11,115 
yr BP to the one at 1,265 yr BP (dates from Usoskin et al. 
2016) for ten periods at 985 years, a span in very good 
agreement with the calculated 970 years from frequency 
analysis, and the calculated 983.4 years from astronomical 
cycles (Scafetta 2012).

The 1000-yr solar cycle, despite its shorter period and 
variable amplitude compared to the Bray solar cycle, 
seems to have dominated Holocene climate variability 
between 11,500 and 4,500 yr BP. Several authors have 
noticed this solar forcing dominance during the early 
Holocene (see Fig. 4.9; Debret et al. 2007; Simonneau et 
al. 2014). The Bond series of North Atlantic drift-ice re-
cord reflects a clear c.  1000-year periodicity during the 
first 6,500 years of the Holocene that correlates with the 
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Fig. 8.1 The 1000-year Eddy cycle in solar activity reconstructions
a) Sunspot number reconstruction, after Solanki et al. (2004) until 8700 BP and after Wu et al. (2018) from 8700 BP. The 9500 BP huge 
increase in cosmic rays without corresponding climate effect is proposed to be due to a galactic source, perhaps the Vela supernova. A 
regularly spaced 980-year periodicity is shown as arches above. The Eddy lows that correspond to this periodicity (orange bars) are num-
bered from most recent. Solar grand minima that correspond to these lows are indicated with boxes with their names. W/S/M correspond 
to the Wolf, Spörer, and Maunder minima. b) Wavelet analysis of the sunspot number reconstruction, with the Eddy periodicity indicated 
by a continuous line, and the Bray periodicity by a dashed line. c) Wavelet power along the 1000 years transect (Eddy periodicity, con-
tinuous line), and the 2500 years transect (Bray periodicity, dashed line). The non-stationary nature of solar cycles makes them disappear 
at times. Empty bars mark missing lows in the 1000-yr Eddy cycle during the 4500–2500 yr BP period of low 1000-yr frequency power 
indicated by the light grey area.

Fig. 8.2 The 1000-year Eddy cycle correspondence to Bond events
a) Solar activity reconstruction (sunspot number), after Solanki et al. (2004) and Wu et al. (2018). A regularly spaced 980-year periodicity 
is shown as arches above. The Eddy lows that correspond to the 1000-yr solar periodicity (vertical bars) are numbered from most recent. 
Light grey area represents the period when the Eddy frequency presents low power in frequency analysis of solar activity, coincidental 
with Eddy lows that do not correspond to low solar activity (empty bars). b) Holocene record of North Atlantic iceberg activity deter-
mined by the presence of drift-ice petrological tracers. After Bond et al. (2001). The correspondence is high except for the period when 
the Eddy cycle displays low power.



1000-year Eddy solar cycle (Fig. 8.2; Debret et al. 2007).
The 1000-yr periodicity displays low power in solar 

activity wavelet analysis during two millennia (Figs. 8.1 & 
8.3; Ma 2007).  When the amplitude of the 1000-yr solar 
signal over time is adjusted by its wavelet power (Fig. 
8.3), a high correlation between North Atlantic iceberg 
activity and the 1000-yr Eddy solar cycle corresponds to 
the periods when the 1000-yr solar signal is high, while 
the correlation is low at periods of weak 1000-yr solar 
signal. The strong relationship between climatic Bond 
events and solar activity has been acknowledged by multi-
ple authors, starting with Gerard Bond himself (Bond et al. 
2001). The unusually long Roman Warm Period (2500–
1600 BP; Wang et al.  2012) coincided with the final part 
of this interval of low Eddy solar cycle activity, while 
known warm and cold periods have faithfully followed the 
since strengthened 1000-yr Eddy solar cycle (Fig. 8.3). 
When looking from the present, the 1000-yr cycle breaks 
down at the Roman Warm Period because that is when the 
cycle started manifesting again, and one has to go before 
4500 BP to see the cycle continuation preserving its phase.

The 1000-yr solar cycle was named the Eddy cycle by 
Abreu et al. (2010), and its lows have been numbered here, 
from more recent,  as E1, E2, … (Fig. 8.1). The climatic 
effect of the Eddy cycle should manifest in the two periods 
when solar activity was most affected by this millennial 
periodicity. In the most recent period,  we observe a mil-
lennial separation between warm periods: Modern Global 
Warming (present), Medieval Warm Period (c. AD 1100), 
Roman Warm Period (c. AD 100); and between cold peri-
ods: LIA (c. AD 1650; E1),  and Dark Ages Cold Period (c. 
AD 650; E2).  During the early Holocene,  the lows of the 
Eddy cycle coincide with prominent climate change epi-

sodes defining a clear millennial periodicity (Fig. 8.4; 
Marchitto et al. 2010). E12 (11,250 BP) coincides with a 
particularly humid phase in northwestern and central 
Europe towards the end of the Preboreal oscillation (van 
der Plicht et al. 2004; Magny et al.  2007). E11 (10,300 
BP) coincided with the first cold, humid event, of the Bo-
real phase (Björck et al. 2001; Magny et al. 2004), while 
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Fig. 8.3 North Atlantic iceberg activity and the 
Eddy solar cycle
a) Black curve, inferred iceberg activity in the North 
Atlantic (inverted) from petrological tracers. After 
Bond et al. (2001). Red sinusoid curve, a 1000-yr 
period sinusoid representing solar activity for that 
periodicity, whose amplitude reflects the relative 
power of that frequency in a solar activity wavelet 
analysis. Light grey box marks the period of low 
1000-yr frequency power. The last three warm periods 
(orange bars) and 2 cold periods (blue bars) are indi-
cated. RWP, Roman Warm Period. DACP, Dark Ages 
Cold Period. MWP, Medieval Warm Period. LIA, 
Little Ice Age. MGW, Modern Global Warming. b) 
Relative power at the 1000-yr frequency transect of a 
solar-activity wavelet analysis. Sunspot reconstruction  
after Usoskin et al. (2004) and Wu et al. (2018). 
Agreement between the 1000-yr solar cycle and cli-
mate oscillations is exclusive of periods when the 
1000-yr solar signal displays high power.

Date CE Date BP Name Cycle Ref.

1680 270 Maunder E1
1470 480 Spörer B1
1310 640 Wolf B1
1030 920 Oort
690 1260 Roman E2 1–3
–360 2310 Greek E3 1–3
–750 2700 Homeric B2 1–3
–1385 3335 E4 1–3
–2450 4400 E5 2, 3
–2855 4805 Noachian 1–3
–3325 5275 Sumerian cl. B3/E6 1–3
–3495 5445 Sumerian cl. B3 1–3
–3620 5570 Sumerian cl. B3 1–3
–4220 6170 E7 1–3
–4315 6265 E7 1–3
–5195 7145 Jericho cl. E8 2, 3
–5300 7250 Jericho cl. E8 1–3
–5460 7410 Jericho cl. B4 1–3
–5610 7560 Jericho cl. B4 1–3
–6385 8335 Sahelian E9 1–3
–7035 8985 1
–7305 9255 Boreal 2 cl. E10 1
–7515 9465 Boreal 2 cl. ? 1
–8215 10165 Boreal 1 B5/E11 1
–9165 11115 Preboreal E12 1

Table 8.1 Solar grand minima of the Holocene
Conservative list with approximate dates (in CE and BP scales) 
of solar grand minima (SGM) in reconstructed solar activity. The 
name refers in some cases to a SGM cluster (cl.). The cycle 
states if the SGM shows a temporal coincidence with a low from 
the Bray (B), or Eddy (E) cycle. References: SGM listed in 1, 
Usoskin et al. (2007); 2, Inceoglu et al. (2015); 3, Usoskin et al. 
(2016). After Usoskin (2017). Question mark indicates the big-
gest increase in 14C production during the Holocene. In the opin-
ion of the author, it does not correspond to a SGM because it 
does not have a corresponding climate effect.



E10 (9,300 BP) matches the second Boreal event (Ras-
mussen et al. 2007; Magny et al. 2004). E9 (8,300 BP) 
coincided with the outbreak of Lake Agassiz, and re-
searchers are trying to differentiate the relative climatic 
contribution to the 8.2 kyr event from the solar minimum 
and the proglacial lake outbreak (Rohling & Pälike 2005; 
see Sect. 6.4). E8 (7,300 BP) coincides with the last cold, 
humid phase of the sixth millennium BC (Berger et al. 

2016). E7 (6,300 BP) is less well established in the litera-
ture,  although clearly identified as a dry event in Oman 
caves speleothems (Fleitmann et al. 2007). E6 (5,200 BP) 
has been well described worldwide as an abrupt cold event 
(see Fig. 4.13; Thompson et al. 2006).

The identification of the Eddy cycle lows,  as well as 
the Bray cycle lows, allows an examination of SGM dis-
tribution according to the two main solar cycles of the 
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Fig. 8.4 Millennial climate change periodicity
a–f) Climatic and solar proxy records, spanning the early Holocene, 250-year smoothed and 1800-year high-pass filtered. Data from 
Marchitto et al. (2010). Records are: a) Inverted tree-ring–derived 14C production rate (solar activity proxy). b) Inverted ice core 10Be 
flux (solar activity proxy). c) Inverted North Atlantic stack of IRD petrologic tracers (North Atlantic iceberg activity proxy). d) Soledad 
Basin G. bulloides Mg/Ca (sea-surface temperature proxy). e) Inverted Dongge Cave (southern China) stalagmite !18O (Asian monsoon 
proxy). f) Inverted Hoti Cave (Oman) stalagmite !18O (Indian monsoon proxy). g) Detrended Greenland methane record built by combin-
ing a 180–7620 BP and 8680–9500 BP record from GRIP after Blunier et al. (1995), a 7640–8660 BP record from GISP2 after Kobashi et 
al. (2007), and a 9520–11580 BP record from NEEM after Chappellaz et al. (2013). The record is a sensitive proxy for changes in global 
precipitation patterns. h) Abrupt climatic events (ACE; boxes) belonging to the 1000-yr climate cycle, marked with vertical orange bars, 
and the 8.2-kyr event with a pink bar.



Holocene. Usoskin (2017) gives a conservative list of 25 
SGM that were identified in previous studies by different 
researchers for the past 11,500 years. They are listed in 
table 8.1.  There is a notable coincidence.  Since the Eddy 
cycle is so close to one thousand years, all the lows of the 
cycle take place at c.  X,300 yr BP, with X being every 
millennia of the Holocene. We can observe in the list of 
SGM that 15 of them take place at c. X,300 ± 80 yr BP 
(table 8.1; Usoskin 2017). Those SGM are assigned to the 
Eddy cycle given the good temporal coincidence (Fig. 
8.5). Next, we have 9 SGM that coincide with the lows of 
the 2,500-yr Bray cycle, and in fact define it (Fig. 8.5). 
Spörer-type SGM belong to the Bray series. Two of these 
SGM, at 10,165 and 5,275 years BP, also coincide with the 
Eddy cycle, as both cycles tend to coincide in phase when 
two Bray periods (4,950 years), and five Eddy periods 

(4,900 years) have passed.
Of the 25 SGM identified by Usoskin (2017) during 

the Holocene, only three are not located close to the lows 
of the Eddy or Bray cycles. The Oort (920 BP),  Noachian 
(4805 BP), and an unnamed SGM at 8995 BP, that could 
be considered part of the Boreal 2 cluster.  Since 88% of 
SGM occur during an Eddy or Bray low, it is unlikely that 
the next SGM will take place before around AD 2600, 
when the next Eddy cycle low is expected.

8.3 The 210-year de Vries solar cycle
As previously described (see Sect. 5.8), the de Vries solar 
cycle is strongly modulated by the Bray solar cycle. For 
about a millennium centered in each Bray cycle low, the 
de Vries cycle reduces solar activity every c. 210 years, 
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Fig. 8.5 Solar grand minima of the Holocene
Solar activity reconstruction (sunspot number), after Solanki et al. (2004) and Wu et al. (2018). showing the disposition of the SGM asso-
ciated with the Bray (blue bars) and Eddy (orange bars) cycle lows.

Fig. 8.6 Bi-centennial solar influence 
on Northern Hemisphere summer 
temperatures from tree-rings
a) Left scale: Reconstructed Northern 
Hemisphere mean May–June–July–
August temperature anomaly time 
series (black line), smoothed with a 
30-year Gaussian filter. After Anchu-
kaitis et al. (2017). Right scale: Total 
solar irradiance (TSI) reconstruction 
after Vieira et al. (2011), expressed as 
anomaly versus the 1961–1990 aver-
age. b) Wavelet coherence between the 
Northern Hemisphere mean MJJA 
temperature anomaly time series and 
solar forcing variability in (a). After 
Anchukaitis et al. (2017). Arrows indi-
cate the phase of the relationship 
where coherence >0.65. In-phase sig-
nals point directly to the right of the 
plot. A continuous in phase coherence 
between tree-ring-deduced tempera-
tures and solar activity is seen at the de 
Vries periodicity.



and when a cluster of SGM takes place, it establishes the 
average spacing between them (see Fig. 5.14). Outside 
these windows centered in the Bray cycle lows, the de 
Vries periodicity has very low power in wavelet analysis 
indicating that by itself it has a smaller effect on solar ac-
tivity (see Fig. 5.9). The climatic effect of the de Vries 
cycle matches its solar (cosmogenic isotope) signature.

Charles Sonett and Hans Suess (1984) proposed that 
the 210-yr cycle seen in solar activity proxies could be 
related to c. 200-year periodicity changes detected in tree-
rings width. This finding has been confirmed for tree-
rings, which reflect changes in temperature or precipita-
tion,  in several regions of the planet. Anchukaitis et al. 
(2017) have constructed a tree-ring multi-proxy (54 se-
ries), extra-tropical Northern Hemisphere, warm season 
(MJJA),  temperature record spanning 1,200 years (AD 
750–1988). The record shows high and stable coherence 
and consistent phasing with solar irradiance estimates at 
bi–centennial time scales (194–222-year periods),  the c. 
210-yr de Vries solar cycle frequency (Fig. 8.6; Anchu-
kaitis et al. 2017).

The modulation of the de Vries cycle by the Bray cy-
cle is also apparent in the climatic data.  Breitenmoser et al. 
(2012) analyzed the c. 200-year periodicity during the past 
two millennia using seventeen near worldwide distributed 
tree chronologies, and found significant periodicities in the 
210-yr frequency band, corresponding to the de Vries cy-
cle of solar activity,  indicating a solar contribution in the 
temperature and precipitation series. The result continued 
being significant after the removal of the volcanic-
attributed signal, and was most prominent in records from 
Asia and Europe (Fig. 8.7; Breitenmoser et al.  2012). 
When the 180–230 years band-pass filtered variability was 
compared with that of solar variability, highlighting the de 
Vries cycle, it can be seen that as the de Vries signal in-
creases after about AD 800 due to its modulation by the 
Bray cycle, the climatic signals start to synchronize with 
the solar signal and in some cases also increase their am-
plitude (Fig. 8.7).  This synchronization means that after 
AD 800 the geographical region is responding to solar 
forcing, changing the climate according to the 210-yr solar 
periodicity.

Phase relationships between hemispheric and global 
climate reconstructions from tree-rings and the solar irra-
diance time series indicate a lag of c. 10 years (range,  5–
20 years), with solar changes leading temperature anoma-
lies, consistent with both climate modeling and other cli-
mate and solar variability studies (Eichler et al. 2009; Bre-
itenmoser et al. 2012; Anchukaitis et al. 2017).

Other studies link the 210-yr de Vries cycle to climate 
change, including Central Asian ice-cores (Eichler et al. 
2009), Asian (Duan et al. 2014) and South American (No-
vello et al. 2016) monsoon-record speleothems, 
Mesoamerican lake-sediment cores as drought proxies 
(Hodell et al.  2001), and Alpine glaciers (Nussbaumer et 
al. 2011). The climatic effect of the de Vries solar cycle is 
thus well established.

8.4 The 88-year Gleissberg solar cycle
Despite the popularity of the Gleissberg solar cycle in the 
literature the author has not been able to unambiguously 
identify this cycle as important for solar–climate effects. 
This is partly due to the Gleissberg cycle being different 
things for different researchers.

Wolfgang Gleissberg (1944), working at the Univer-
sity of Istanbul observatory, described a long solar cycle 
that could only be revealed by applying what he called a 
“secular smoothing” (a trapezoidal 1-2-2-2-1 filter) to a 
numerical sequence formed by the maximum sunspot val-
ues of the known 11-year solar cycles. According to him 
this numerical procedure revealed “a long cycle which 
produces systematic changes of the features of the 11-year 
cycle and which includes seven 11-year cycles, or 77.7 
years.” The cycle thus described is not apparent in the 
sunspot record, and cannot be produced from it by fre-
quency analysis.

As originally described, the Gleissberg cycle is unac-
ceptable by modern scientific standards (the author would 
dare to say inexistent),  and due to it the term “Gleissberg 
cycle” means different things to different authors.  For 
some authors it is a frequency peak of c. 88 years that ap-
pears in frequency analysis of the cosmogenic record 
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Fig. 8.7 Climate response to 
the de Vries solar cycle in 
tree-ring chronologies over 
the past 2000 years
Band-pass filtered total solar 
irradiance (dotted line) and 
tree-ring-derived climate data 
series in the range of periods 
180–230 years for a) Europe, 
and b) Asia. The synchroni-
zation, and in some cases 
amplitude, of the climatic 
signal correlates with the 
strength of the solar signal, 
indicating that the modula-
tion of the de Vries cycle by 
the Bray cycle extends to its 
climatic effect. After Bre-
itenmoser et al. 2012. See 
source for details on the 
proxies.



(McCracken et al. 2013b; Knudsen et al. 2011 supple-
mental information). Other researchers have found that 
applying the trapezoidal filter of Gleissberg separately to 
dates of solar cycle minima and maxima from sunspot 
records then merging them, one also obtains a c. 80-year 
time-domain periodicity (Peristykh & Damon 2003). They 
interpret this result as confirmation of the cycle, that 
would simultaneously regulate the 11-year cycle amplitude 
and period. Yet the biggest group of researchers just call 
any periodicity between 50 and 150 years the Gleissberg 
cycle, often giving the name simultaneously to two differ-
ent bands. Joan Feynman, sister of the famous physicist, 
studied the centennial solar cycle under the Gleissberg flag 
of convenience (Feynman & Ruzmaikin 2014).

Of interest to the analysis of solar cycles is only the c. 
88-year periodicity present in cosmogenic records that we 
can also call the Gleissberg cycle,  if only to avoid further 
confusion. The problem is that wavelet analysis shows that 
this periodicity was only apparent between 6,500 and 
3,500 BP (Knudsen et al. 2011 supplemental information). 
This explains why the cycle cannot be detected in the sun-
spot record.  Whether it is a real cycle subjected to a very 
long modulation, or a temporal pseudo-periodicity that 
emerged from the unknown interactions that generate long 
term solar variability, cannot be determined. It is also very 
unlikely that we will be able to determine if it played a 
significant role in the climate of the period. As the evi-
dence indicates this periodicity is not currently relevant, 
we will not consider it further.

8.5 Other solar periodicities
It is clear that solar cycles are pseudo-cycles or quasi-
periodicities that display a relatively high level of period 
and amplitude variability. Some of the cycles, like the 
2500-yr Bray and the 1000-yr Eddy cycle, appear to be 
featured in records several million years old (Kern et al. 
2012). The 210-year de Vries cycle has been detected in 
ice-cores for at least the past 50,000 years (Raspopov et al. 
2008; Adolphi et al. 2014; see Fig. 5.11). Other periodici-
ties however, like the 88-yr Gleissberg cycle, have only 
been found for a few millennia.

Frequency analysis of 14C and 10Be display other clear 
peaks at 52, 104, 130, 150, 350,  515, and 705 years 
(McCracken et al. 2013b).  Some of them could be har-
monics of longer cycles. 6,000 and 9,500-year solar cycles 
have also been proposed (Xapsos & Burke 2009; Sán-
chez–Sesma 2015). Is the Sun subject to over a dozen dif-
ferent cycles? Or are some of them simply artifacts and 
not solar variability cycles? Instead of assuming every 
peak in a frequency analysis constitutes sufficient evi-
dence for the existence of a cycle, this author only consid-
ers those where abundant evidence exists in the scientific 
literature that solar cycles match the climate evidence pre-
cisely. They are the Bray, Eddy, and de Vries cycles. Of 
interest are also the periodicities recognizable in the sun-
spot record, the Schwabe (11-year), Pentadecadal, and 
Centennial (Feynman) cycles.  These last two might be 
simply harmonics of the de Vries cycle, but as they are 
currently observable, they may be useful to interpret the 
past, as well as project future solar activity.

It is worth noting, however, that multiple harmonic 
constituents in complex astronomical phenomena are a 
reality. Until the advent of computers, tides were predicted 

by complex “brass brain” machines. The first of these was 
built by Lord Kelvin in 1873. After identifying the spectral 
harmonic components from a long tidal data series at a 
specific port,  machines that could handle up to 40 tidal 
constituents would produce a year of tidal predictions for 
that port in a few hours (Parker 2011).

8.6 The 100-year Feynman and 50-
year Pentadecadal solar cycles
In 1862 Rudolf Wolf, after completing the first continuous 
record of sunspot numbers, “concluded from the sunspot 
observations available at that time that high and low 
maxima did not follow one another at random: a succes-
sion of two or three strong maxima seemed to alternate 
with a succession of two or three weak maxima” (as cited 
by Peristykh & Damon 2003). That observation led to the 
suggestion of the existence of a long cycle, or secular 
variation,  the length of which was estimated at that time to 
be equal to 55 years. Thus, the Pentadecadal solar cycle is 
the oldest discovered secular variation of the sun. Al-
though the Pentadecadal solar cycle displays low power 
and is statistically non-significant in the sunspot record, it 
is very prominent in the 10Be record from the one year 
resolution Dye 3 ice core for the period AD 1420–1992 
(McCracken et al. 2013a; Fig. 8.8).

The Pentadecadal cycle should be responsible for the 
decrease in solar activity at solar cycle 20 (SC20) between 
1965 and 1976. This periodicity is interesting in that it 
could be related to the pentadecadal variability described 
in sea level pressure and temperatures in the North Pacific 
(Minobe 2000). Besides having the same length, the pen-
tadecadal solar change that took place at SC20 was shortly 
followed by the well-known and studied Pacific climate 
shift that took place in 1976 (Miller et al. 1994). For a 
hypothesis of their possible relation see Sect. 11.7 (see 
also Fig. 11.14).

Joan Feynman studied the centennial solar cycle from 
the early 1980s (Feynman 1982), until her passing in 2020, 
identifying its properties and correct periodicity. In the 
long established tradition of naming solar cycles after their 
discoverer, the centennial solar cycle should bear her 
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Fig. 8.8 Solar activity spectra during the last centuries
Fourier spectra showing periodicities above 33 years of a) the 
1610–2010 sunspot number and b) the annual 10Be data from 
Dye 3 ice core for the interval 1420–1992. Main periodicities 
names indicated. After McCracken et al. (2013a)



name, and it will be referred to here as the Feynman cycle. 
This solar cycle appears as a peak of c. 104 years in cos-
mogenic isotopes frequency analysis, and as a decrease in 
maximum and minimum sunspot numbers at the beginning 
of each century since there have been telescopic sunspot 
observations.  Despite this precedent, most solar physicists 
were expecting SC24 to have a slightly lower level of ac-
tivity than SC23 and were surprised by the depth and dura-
tion of the 2008 minimum and the subsequent low activity 
of SC24. Of the 54 SC24 predictions published or submit-
ted to the SC24 Prediction Panel in six general categories, 
spectral analysis predictions (Fig. 8.9a; Pesnell 2008) 
based on Fourier, wavelet, or autoregressive-based fore-
casts, outperformed all other categories, predicting below 
average SC24 activity. In this real test, the use of long 
periodicities found in solar activity records, for which we 
have no explanation, fared better than methods based on 
our clearly inadequate understanding of solar physics. A 
subcategory based on polar fields produced a better pre-
diction, but it can only predict the next cycle when it is 
close to the minimum, while spectral methods can predict 
multiple cycles in advance.

Of the spectral predictions, the one published (Clil-
verd et al. 2006) used a low-frequency modulation model 
that has some clear inadequacies, like including the 
Gleissberg 88-yr cycle that is no longer observable, as-
signing an extremely low amplitude to the 210-yr de Vries 
cycle, and not including the modulation by the 2500-yr 
Bray cycle that has been discussed here. However, since it 
included the 104-yr Feynman periodicity, it predicted very 
low activity for SC24 (Fig.  8.9b). Indeed, SC24 turned out 

to be the least active cycle in 100 years. With its faults 
corrected the model would have predicted accurately 
slightly more activity for SC24 than for SC14 (in 1904), 
instead of less. Importantly, the model also predicted in 
2006 that SC25 will again be a below average cycle of 
similar amplitude to SC24. The polar field method pre-
dicted the same 10 years later (Hathaway & Upton 2016), 
and after the December 2019 solar minimum the increase 
in solar activity at the time of this writing appears to con-
firm it. A new prolonged solar minimum, like the Gleiss-
berg minimum of 1879–1914,  is being established by the 
Feynman cycle, and should last at least until around 2032. 
The earliest prediction of this extended centennial mini-
mum is by Mark Clilverd et al. (2006), and it should be 
called the Clilverd minimum (Fig. 8.9b).

Feynman and Ruzmaikin (2014) showed that the cen-
tennial periodicity is observable on the Sun, in the solar 
wind, at the Earth, and throughout the Heliosphere. It is 
supported by the very weak solar wind at the SC23–24 
transition, the weakest observed in the space age. Feyn-
man cycle lows (extended minima) are characterized by 
very low annual sunspot numbers (less than 5, Fig. 8.10a, 
black arrows & asterisks), and a slight increase in the du-
ration of the 11-year cycle. The Pentadecadal cycle can be 
seen, non–statistically significant, in Feynman & Ruz-
maikin (2014) sunspot analysis (Fig. 8.10 red arrows).

The Feynman cycle is the only long periodicity whose 
lows have been observed with modern instrumentation. 
The aa (antipodal amplitude) index that starts in 1868 and 
measures the disturbance of the Earth's magnetic field by 
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Fig. 8.9 Solar Cycle 24 prediction
Solar Cycle 24 corresponds to a low in the 
Feynman (100-yr) solar cycle. a) 54 Cycle-
24 predictions grouped by category or sub-
category after Pesnell (2008). The average 
forecast was 45% too high. b) Average 
sunspot number prediction by a low-
frequency modulation model (thick black 
curve) based on frequency analysis from 
sunspot and cosmogenic isotope records, 
compared to the average sunspot number 
since 1750 (thin red curve, dotted since 
2006). After Clilverd et al. (2006). Despite 
a low bias, the model predicted for the first 
time the current centennial minimum for 
cycles 24 and 25, that should therefore re-
ceive the name “Clilverd minimum.” Sun-
spot numbers in this figure have been con-
verted from the original Boulder sunspot 
number to the international sunspot number.



solar wind, clearly displays the last full period of the 
Feynman cycle, with its lowest values in 1901 and 2009 
(Fig. 8.10b).  In the Sun, surface differential rotation 
changes on a centennial timescale coincide with the ob-
served phase change between the toroidal and poloidal 
magnetic field components and the time dependence of the 
dipole and quadrupole components of the poloidal mag-
netic field (Feynman & Ruzmaikin 2014). Solar dynamo 
models still have to accommodate these centennial varia-
tions in the Sun.

Previous Feynman lows are associated with colder 
periods at the early decades of each of the past three centu-
ries. The ongoing extended minimum is associated with an 
unexpected hiatus in global warming that has yet to be 
adequately explained (see Chap. 11).

8.7 Solar cycles interrelation
Spectral analysis of a complex time series, like 14C pro-
duction rates, usually results in a number of significant 
frequencies identified on statistical grounds. McCracken et 
al. (2013a) report 15 significant frequencies between 65 
and 2500 years in the Fourier spectra of cosmogenic re-
cords. Most of these frequencies are unresearched and 
unnamed, and it is unknown if they all represent variable 
solar modulation of galactic cosmic rays or if some could 
have a different origin.

The approach taken in this work has been to focus on 
abrupt climate change events (ACEs) identified from se-
lected Holocene climate proxies (see Sect. 4.8), under the 
assumption that if solar variability has a climatic effect, 
then climate variability should confirm solar variability. 
This approach has been very fruitful in recognizing several 
solar cycles for their coincidence with climatic frequen-

cies,  resulting in an alternative interpretation of the cos-
mogenic record in climate terms. The correct periodicity 
for the bi–millennial solar cycle is the 2500-yr Bray perio-
dicity, not the 2300-yr Hallstatt periodicity identified in 
frequency analysis (Fig. 8.11a–c). This frequency analysis 
artifact is mainly due to a missing minimum in the Bray 
cycle (B4) that should have taken place around 7.7 kyr BP, 
and other irregularities in the cycle (see Fig. 5.13). This 
approach also serves to identify mismatches between the 
climate record and the solar activity record, like the large 
maximum in 14C production at 9500 yr BP that lacks a 
proportional climate effect, suggesting an extra-solar ga-
lactic cosmic ray source, proposed here to be the Vela su-
pernova (Sushch & Hnatyk 2014). Also the 1000-yr solar 
frequency displays a period of two millennia when its ef-
fect on climate was very subdued, resulting in the long 
Roman Warm Period (Fig. 8.3). The very exact match be-
tween very low solar activity at the minima of the 2500 
and 1000-yr solar cycles and ACEs leaves two possibili-
ties: The existence of climatic cycles of unknown origin 
that contaminate the solar proxy record, or the existence of 
an unknown mechanism by which solar variability pro-
foundly affects climate. The first one is highly unlikely as 
it contradicts all the information available since there are 
written records on solar activity from aurorae and naked-
eye sunspot observations,  well over a millennium. This 
includes the last 400 years since the telescope was in-
vented, that have coincided with the most drastic period of 
climate change within the Holocene, from the depths of its 
coldest period, the LIA, to the present warm period, one of 
the warmest within the Neoglaciation. We know that over 
this period of intense climate change the cosmogenic re-
cord reflects primarily changes in solar activity, not 
changes in climate, as it agrees very well with sunspots 
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Fig. 8.10 The Feynman solar cycle
a) The sunspot number record. Asterisks mark years when the annual sunspot number was less than 5 (WDC–SILSO data), Black arrows 
indicate Feynman minima. Red arrows indicate pentadecadal minima. b) Black line, left scale, the time series of the 80–110-year band 
from a wavelet spectrum of 1700–2013 annual sunspots. Red line, 11-year average of the antipodal amplitude (aa) geomagnetic index 
(data from ISGI). c) The integral spectrum obtained by averaging over the time axis the wavelet spectrum of sunspots. The dashed line 
shows the significance of this spectrum at the 1' level. After Feynman & Ruzmaikin (2014)
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Fig. 8.11 Climate-relevant solar periodicities in the radiocarbon record
a) IntCal13 record of 14C variation (+14C per mil, inverted scale), after Reimer et al. (2013). Thin line is a least-squares regression. Ovals 
include Spörer-type solar grand minima (SGM) that mark the lows of the 2500-yr Bray solar cycle, labeled B1 to B5. Vertical dashed line 
marks the center position between B3 and B5 due to the absence of a recognizable B4. b) Comparison between B1 (dash-dotted line), B2 
(dotted line), B3 (dashed line), and B5 (continuous line) showing the great similitude in the SGM that take place at the lows of the Bray 
cycle, spanning c. 200 years and displaying a 20‰ increase in radiocarbon. c) Linearly detrended IntCal13 record showing on top the 
similitude of the present position in the radiocarbon record with 7 kyr ago. The scale at the bottom shows the reason a strong 2300-yr 
periodicity is found in frequency analysis. By several criteria (see Sect. 5.9) the Hallstatt periodicity does not correspond to a true solar 
cycle. d) Detrended IntCal13 record after subtracting from the linearly detrended record the empirical curve shown in (c). The scale 
above marks the SGM identified as belonging to the 1000-yr Eddy cycle on the basis of their position, with two dashed lines for missing 
SGM. The scale below marks the SGM identified as belonging to the 2500-yr Bray cycle on the basis of their position, with a dashed line 
for a missing SGM; and the solar variability that presents clear c. 200-yr spacing constituting the de Vries cycle bursts associated to the 
modulation of this cycle by the Bray cycle. e) 900–1100-yr band-pass filter of the detrended IntCal13 record. Notice the close match of 
the lows of the cycle with the SGM identified as belonging to the cycle in (d). f) 2344–2656-yr band-pass filter of the detrended IntCal13 
record. There is also a good match between the lows of the cycle and the SGM identified as belonging to the cycle in (a) and (d). g) 180–
220-yr band-pass filter of the detrended IntCal13 record. The bursts in signal amplitude match well the lows in the 2500-yr Bray cycle, 
except in the early Holocene when the presence of long periods of very large radiocarbon increases prevents the identification of the sig-
nal. Black dots indicate the position of the larger SGM within the bursts.



observations (Muscheler et al. 2016). The only possible 
conclusion is that solar variability profoundly affects cli-
mate on centennial and millennial timescales.

The matching of climate frequencies identified in 
proxy records to solar frequencies identified in cosmo-
genic records leads to a strong confirmation of the very 
significant climate effect of some of the long solar perio-
dicities. These frequencies are the 2500-yr Bray,  1000-yr 
Eddy, and 210-yr de Vries cycles. Other frequencies 
(1770, 1300, 1125, 710, 510,  and 350 years; McCracken et 
al. 2013a) have not been identified so far for their climatic 
effect,  although it cannot be ruled out that they have it. To 
the well studied Bray, Eddy,  and de Vries cycles we can 
add the periodicities found in 400-years of direct solar 
activity observations, the 100-yr Feynman, and 50-yr Pen-
tadecadal cycles, that can be related to lesser effects on 
climate that could escape rigorous identification in climate 
proxies. The 150, 130, 88, 75, and 65-yr periodicities 
(McCracken et al. 2013a) are not observed in the sunspot 
record,  and therefore are not active at present. To their 
existence as solar cycles we cannot attest at this time, as 
they cannot be independently confirmed by solar activity 
observations or climate records.

After identifying the relevant solar frequencies that 
affect climate,  from proxies (2500, 1000, and 210 years), 
or from solar observations (100 years), it is necessary to 
study their recent evolution to see how they can contribute 
to explain both recent solar activity and recent climate 
change. For this purpose it is sufficient to use the 14C re-
cord in its 2013 release, IntCal13 (inverted in Fig. 8.11a; 
Reimer et al. 2013). The 2500-yr cycle can be clearly iden-
tified by four c. 200-yr long Spörer-like SGM that mark its 

lows (Fig. 8.11b). A least-squares linear detrending reveals 
an already described c. 6000-yr quasi-periodicity (Fig. 
8.11c; Xapsos & Burke 2009), showing also why the erro-
neous 2300-yr Hallstatt periodicity gives a better signal in 
frequency analysis than the correct 2500-yr Bray periodic-
ity. Further detrending of this 6000-yr periodicity produces 
a record whose main characteristic is the presence of the 
2500, 1000, and 210-yr periodicities in the form of SGM 
that cause an abrupt increase in 14C (Fig. 8.11d),  that, as 
the Maunder Minimum showed, corresponds to a fall in 
solar activity. Filtering of this data with a band-pass filter 
at 900–1100-yr period reveals the Eddy cycle with its lows 
aligning with the SGM that usually take place 300–200 
years before the change of millennium in BP scale (Fig. 
8.11e). The two lows of this cycle that lack a prominent 
SGM are indicated in the scale above Fig. 8.11d with 
dashed lines. The use of a 2344–2656-yr band-pass filter 
reveals the Bray cycle with its lows close to the identified 
Spörer-type SGM (Fig. 8.11f), while a 180–220-yr filter 
shows the de Vries cycle bursts associated to the lows of 
the Bray cycle (Fig. 8.11g). The missing B4 low (vertical 
dashed line in Fig. 8.11a and at the bottom scale of 8.11d) 
displaces the fourth burst to the SGM at 8.3 kyr BP, while 
the very large SGM of the early Holocene hides the fifth 
burst. An 85–115-yr filter was also used to identify the 
Feynman cycle in the last 500 years of data (Fig. 8.12).

The detailed analysis of solar cycles interrelation for 
the past 1000 years compared to solar activity records 
(Fig. 8.12) produces some interesting observations. Data 
filtering places the last low of the Bray cycle at c.  AD 
1580, but as we have seen this low should coincide with 
the Spörer Minimum centered at 1460 AD. This earlier 
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Fig. 8.12 Solar cycle interrelation during the past millennium
a) Solar activity for the past 1000 years reconstructed from the 14C record as solar modulation potential by Muscheler et al. (2007; thin 
black line). b) International sunspot number since 1700 from the Royal Observatory of Belgium (WDC–SILSO, yearly data to 1749 and 
13-month average from 1749; thin black line), with scaled (12.08 factor) group sunspot number between 1610 and 1700 from Svalgaard 
& Schatten (2016). The 2500-yr (dash-dotted), 1000-yr (dotted), 200-yr (dashed), and 100-yr (continuous) sinusoid curves in (a) and (b) 
are the band-pass filtered corresponding frequencies from the IntCal13 radiocarbon reconstruction after Reimer et al. (2013), as explained 
in the text. They have been extrapolated between 1950 and 2200.



position is confirmed by the de Vries burst,  that makes the 
lows of this cycle coincide with every SGM between AD 
1000–1750. By 1880 the de Vries extended minimum 
(Gleissberg Minimum),  is already a weak one, closer to 
the end of the burst. The center of the burst therefore can 
be placed at the beginning of the Spörer Minimum. The 
Eddy cycle shows a maximum c. AD 1100, coinciding 
with the Medieval Warm Period, and a minimum at c. AD 
1600. The near-coincidence of the lows of the Eddy and 
Bray cycles takes place every c. 5000 years, defining peri-
ods of very intense climate change like the LIA. Since 
1700 solar activity has been increasing according to the 
14C and sunspot records, in agreement with the Bray and 
Eddy cycle, with a maximum in this last one expected c. 
2100.

The lack of synchronization between the de Vries and 
Feynman cycles that can be seen in sunspot records (see 
also Fig. 5.10),  suggests they are not true harmonics de-
spite de Vries period being double of Feynman period. 
Their lows appear not to coincide exactly, and comparison 
of band-pass filtered data at both frequencies confirms this 
difference (Fig. 8.12). An important conclusion from this 
comparison is that low solar activity in one cycle cannot 
be compensated by high activity in other cycles. Thus, the 
de Vries low during the Maunder Minimum coincides with 
a high in the Feynman cycle,  while the Feynman low dur-
ing the Dalton Minimum coincides with high activity in 
the de Vries cycle. In all these cases the effect of the cycle 
undergoing a low in activity prevails over cycles showing 
higher activity. The consequence of this predominance of 
cycles undergoing a minimum, over cycles that are not, is 
tantamount to solar cycles having only a negative effect on 
solar activity, and thus acting mainly at their lows. If cor-
rect, this would explain why the Eddy lows produce SGM 
even when the Bray cycle is in a high phase. It would also 
explain the modulation of the de Vries cycle by the Bray 
cycle, as only the negative effect on solar activity is cumu-
lative between different cycles and thus the small effect of 
the shorter de Vries cycle is amplified when added to the 
larger effect by the Bray cycle,  the biggest one that pro-
duces the largest SGM. This is another bias displayed by 
solar activity cycles that indicates that solar activity is 
maximal in the absence of cycles at lows, and the only 
effect of solar cycles is to reduce solar activity from its 
maximum potential.  If this concept is correct, solar cycles 
can be considered inactive when sufficiently far from their 
lows, and solar maxima do not really exist, but correspond 
to periods when no cycle has a negative effect on solar 
activity. The Modern Solar Maximum (Solanki et al. 2004) 
would be the result of the absence of a negative effect 
from the Bray, Eddy, and de Vries cycles, that would have 
been inactive during that time.

The other conclusion from this comparison is that the 
de Vries cycle is already almost inactive, being already 
600-years away from its burst center, and modern solar 
activity variability is being negatively affected mainly by 
the weakened but still active Feynman cycle (Fig. 8.12). 
This has important implications to project future solar ac-
tivity based on cycles, as it is done in chapter 13 (Figs. 
13.6 & 13.7). Since past climate depended on solar activ-
ity, future climate should also depend on it.

8.8 Conclusions
8a. The c. 1000-yr Eddy solar cycle seems to have domi-

nated Holocene climate variability between 11,500–
4,500 years BP and during the last two millennia, 
where it defines the Roman, Medieval, and Modern 
warm periods.

8b.  The c. 210-yr de Vries solar cycle displays strong 
modulation by the 2500-yr Bray solar cycle, both in its 
cosmogenic isotope signature and in its climatic ef-
fects.

8c. The c.  88-yr Gleissberg solar cycle is ill-defined in the 
literature and hasn't manifested itself for the past 3,500 
years. It is non detectable in sunspots records.

8d.  The c. 11-yr Schwabe, the c. 100-yr Feynman, and the 
c. 50-yr Pentadecadal solar cycles are observable in 
the sunspot record. The Feynman solar cycle is re-
sponsible for the present extended solar minimum.

8e. In all cases a prolonged multi-decadal reduction in 
solar activity below average levels is associated with a 
decrease in temperature and a change in precipitation 
patterns. A delay between solar changes and climatic 
changes is observed in some studies.

8f. Solar variability has an asymmetric effect,  with low 
activity displaying the most obvious climatic effects.
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9
GREENHOUSE GASES AND CLIMATE CHANGE

“Human beings are now carrying out a large scale geophysical experiment of a kind that could not have happened in 
the past nor be reproduced in the future.”
Roger Revelle and Hans E. Suess (1957)

9.1 Introduction
The greenhouse effect (GHE) was established in the 19th 
century from an initial proposition by Joseph Fourier in 
1824. It is based in solid physical principles and provides 
an explanation for the average surface temperature of the 
Earth, Venus, and Titan, taking into account the solar irra-
diance they receive and the greenhouse gases (GHGs) con-
tent of their atmospheres. The CO2 hypothesis attempts to 
explain Earth's changing climate in terms of changes in 
atmospheric CO2. It assumes that water vapor (humidity) 
only changes as a result of temperature changes, and tries 
to demonstrate a correlation between long-term changes in 
temperature and CO2. It was initially proposed by Svante 
Arrhenius in 1894 to try to explain Pleistocene glaciations, 
but it was refuted as their cause in 1976, when Hays, Im-
brie and Shackleton demonstrated that Pleistocene glacia-
tions respond to orbital changes, as proposed by Milutin 
Milankovi# in 1920. The demonstration by Suess, Revelle 
and Keeling between 1955 and 1960 that human activities 
were fundamentally altering CO2 levels in the atmosphere, 
started to matter politically only when surface warming 
was detected in the early 1980s.

Starting in the late 1960s the Western World became 
worried about the evident environmental degradation, 
wildlife population decline,  and human encroachment on 
remaining natural spaces. These observations were linked 
to population growth and human activities. The discovery 
by Molina and Rowland in 1974 that chlorofluorocarbons 
destroyed ozone was followed by a US ban of chloro-
fluorocarbons in aerosol cans in 1978, and their ban by 43 
nations in the Montreal Protocol of 1987. This political 
success story created a good precedent to tackle the next 

global problem. The world not only needed saving from 
us, but the process could lead to a strengthening of supra-
national organizations, reduce the chances for conflict and 
level global economic differences. The following year 
global warming entered politics with the June 1988 To-
ronto Conference on the Changing Atmosphere, that out-
lined the dangers from global warming and sea level rise 
and made the first call for a reduction in CO2 emissions. 
Five days before the conference started, James Hansen, 
director of NASA GISS, testified before the US Senate 
Committee on Energy and Natural Resources, saying that 
NASA was 99% confident that the warming was caused by 
the accumulation of GHGs in the atmosphere.  Five months 
later, and before the year was over, the World Meteoro-
logical Organization (WMO) and the UN Environment 
Programme (UNEP) created the Intergovernmental Panel 
on Climate Change (IPCC) to provide governments with 
an assessment of the available scientific knowledge on the 
issue.

In the 30 years since the IPCC was created a strong 
scientific consensus has developed about the CO2 hy-
pothesis. This is despite a disappointing lack of advance in 
quantifying the effect of CO2 changes on global tempera-
ture (Fig.  9.1). There is clear evidence for the observed 
warming,  clear evidence for the human-caused increase in 
CO2, and abundant evidence of the CO2 effects on the bio-
sphere. Most climatic changes detected can be clearly tied, 
at least in part, to the warming observed, although internal 
variability is often underestimated as a factor for climate 
change. What is crucially missing is clear indisputable 
evidence that the warming observed is the result of the 
measured increase in CO2,  which the IPCC believes to be 
unequivocal.
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Fig. 9.1 Lack of progress in quantifying the 
effect of CO2 increase on global temperature
Top: Vertical bars represent estimates of the 
Equilibrium Climate Sensitivity (ECS), or 
global average temperature increase for a dou-
bling of CO2 levels in the reports indicated. 
Black dots represent best estimate values. AR: 
Assessment Reports by IPCC. Bottom: Confi-
dence statements on the attribution of most of 
the observed warming to the human-caused 
CO2 increase in the IPCC reports. Lack of pro-
gress in determining the climatic effect of CO2 
contrasts vividly with increasing certainty that 
said climatic effect is due to human-emitted 
CO2. After Arias et al (2021) and IPCC reports.



9.2 Towards a greenhouse theory of 
climate
Early 19th century people had no reason to believe the 
Earth's climate had been significantly different in the dis-
tant past. The then dominant Plutonist theory of rock for-
mation defended by James Hutton, suggested that the 
planet had been cooling from its igneous origin so, if any-
thing,  the past must have been warmer. Since the mid–18th 
century there were reports by naturalists that erratic rock 
blocks found all over North and Central Europe, were be-
ing explained by some perspicacious Alpine people as 
transported by glaciers that must have been much larger in 
the past. But the scholars of the time were not prepared to 
accept such ideas, and the great Biblical Flood was the 
consensus theory of the time. In the early 19th century the 
first hypotheses of a glacial past were taking shape but 
were vigorously rejected by the orthodoxy. A reluctant 
Jean de Charpentier was convinced by the evidence of the 
glacial transport idea presented to him by an engineer and 
a peasant, and built a solid hypothesis of greatly expanded 
Alps glaciers in the past. At the same time Karl Friedrich 
Schimper, botanist and poet, also interested in astronomy, 
developed the hypothesis that the erratic blocks had been 
transported by glaciers during global winters that alter-
nated with global summers, that he called activation and 
stagnation periods. He coined the term Ice Age in a poem 
in 1837. The evidence from moraines indicated that sev-
eral cold periods must have taken place. However,  in 
modern geological terminology, the scholars of the 19th 
century were not studying ice ages, but glacial periods 
within the present Pleistocene Glaciation, part of the Late 
Cenozoic Ice Age.

De Charpentier and Schimper had in common a 
friendship with Louis Agassiz and together convinced him 
of the glacial hypothesis. At the 1837 Swiss Scientific So-
ciety meeting at Neuchâtel, Louis Agassiz abandoned his 
fossil fish studies and presented a synthesis of his friends' 

hypotheses. From then on, he would defend the glacial 
theory as his own, without giving any credit to his ex–
friends (Krüger 2013). The glacial theory created a huge 
scientific controversy and was not generally accepted until 
1860–80. But the search for a cause for the glacial periods 
started as soon as the theory was widely known. The first 
to advance an explanation, in 1842, was Joseph Adhémar. 
He had been working since 1830 on an astronomical hy-
pothesis that could explain cyclical climatic changes, 
whether floods or glaciations, by way of orbital changes.

In mid–19th century any theory of climate had only 
one thing to explain: the glacial periods recently discov-
ered. At that time paleontologists were describing animals 
that could only have lived in a warmer world, but it was 
generally accepted that the progressive cooling of the 
Earth from a hot origin, was the explanation for a warmer 
past interrupted by several glaciations. Joseph Fourier had 
proposed in 1824 that part of the heat produced by solar 
radiation was being intercepted by the atmosphere and 
reflected back to the Earth. In this context, John Tyndall 
had worked on glacier movements in the 1850s and, inter-
ested by the cause of glaciations, considered that changes 
in the atmosphere could be responsible. In 1859 he started 
experimenting with heat absorption by gases. He quickly 
found that some complex gases, water vapor, CO2, and 
ozone, were much better absorbers than oxygen or nitro-
gen. He concluded that water vapor was responsible for 
most of the heat retained by the atmosphere,  and thus the 
most important gas in regulating the temperature of the 
planet's surface.  He inferred that a reduction in water va-
por by any cause should be sufficient to trigger a glacia-
tion.

The GHE (Fig. 9.2) is due to the presence in the at-
mosphere of a significant amount of gases that are good IR 
absorbers and emitters (H2O, CO2, CH4, O3). As a result, 
the effective radiation to space takes place higher in the 
atmosphere. This makes the upper atmosphere cool and 
the surface and lower atmosphere warm. The temperature 
difference between upper and lower atmosphere due to the 
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Fig. 9.2 The Greenhouse effect
a) In the absence of GHGs, an atmosphere is largely transparent to both shortwave and longwave radiation. Absorbed shortwave radiation 
(ASR) warms the surface, and outgoing longwave radiation (OLR) cools it. b) When the atmosphere contains GHGs infrared radiation 
(IR) from the surface is intercepted by the atmosphere, and part of it redirected to the surface. A temperature gradient is established in the 
atmosphere, and OLR emission takes place mostly from the upper atmosphere. As the temperature of the upper atmosphere where effec-
tive emission takes place is lower, the surface and lower atmosphere must warm to increase emission so the balance between ASR and 
OLR is maintained. The average temperature at the surface is not only higher, but daily, seasonal, and latitudinal temperature differences 
display a narrower range.



GHE is responsible for most of the convective overturning 
that manifests itself as weather.

In Sweden, the interest in glacial periods coincided 
with technical progress in CO2 measurements and with the 
first rough calculations of the carbon cycle by Arvid Hög-
bom. The first consideration that changes in atmospheric 
CO2 could be responsible for glaciations and deglaciations 
was born among Stockholm members of the Swedish 
Physicists Society. Svante Arrhenius proposed in 1894 
that, as the amount of water vapor in the atmosphere de-
pends on its temperature, the real trigger of ice ages must 
be CO2.  He calculated that a 40% reduction in CO2 was 
sufficient to reduce the temperature 5 °C and start a glacia-
tion.  Nils Ekholm, a close friend of Arrhenius, was the 
first to introduce the greenhouse analogy as a partial ex-
planation to the effect of CO2 (Ekholm 1901). The anal-
ogy, although inexact,  proved popular, and in 1907 John 
Poynting introduced the “Greenhouse Effect,” and soon 
after Frank Very named “The Greenhouse Theory” in his 
response to him (Poynting 1907; Very 1908).  But the sim-
plifications taken by Arrhenius,  the suspicion that CO2 role 
could be overestimated due to spectrum masking by water 
vapor, and experiments showing CO2 effect saturating at 
amounts considered relevant, caused the Arrhenius theory 
to be disregarded in the early 20th century.

Between 1840 and 1970 scientific consensus swung 
back and forth between the astronomical and greenhouse 
theories to explain glaciations. From 1938 Guy Callendar 
revived the CO2 hypothesis taking advantage of a warming 
period (1910–1940), that he attributed to an increase in 
CO2. Objections to the theory were numerous due to the 
complexity of the climate physics, but Callendar and oth-
ers were able to improve the theory by showing that the 
spectral masking at sea level did not take place in the up-
per atmosphere where the spectral lines were separated. 
By the early 1950s it was clear that the increase in CO2 
mattered in the upper atmosphere and should necessarily 
have a warming effect on surface temperature.

The other main roadblock to the acceptance of the 
CO2 effect as an explanation was the argument that the 
ocean could easily dispose of the added CO2. Hans Suess 
was able to detect the reduction in 14CO2 produced by the 
burning of fossil fuel (the Suess effect; Suess 1955). It was 
direct evidence that fossil fuel CO2 was producing a 
change in the atmosphere. Suess was hired by oceanogra-
pher Roger Revelle, director of Scripps Institution of 
Oceanography, who had established from his work on ra-
dioactive fallout that only the upper layer of the ocean was 
available for CO2 exchange over relevant timescales.  Rev-
elle's ocean chemistry knowledge led them to propose that 
the buffering capacity of the ocean would result in a re-
duced capacity to absorb atmospheric CO2 (the Revelle 
effect; Revelle & Suess 1957). As Revelle noticed, his 
discovery implied that the world was destined to undergo a 
rapid and unexpected increase in atmospheric CO2.  Rev-
elle also hired Charles Keeling, who carefully set up a 
research station at the Mauna Loa volcano in Hawaii to 
reliably measure CO2 concentrations for the first time. In 
just two years Keeling was able to report that CO2 levels 
in the atmosphere were increasing, confirming that the 
ocean was not capable of absorbing all industrial CO2 
emissions (Keeling 1960).

Meanwhile the astronomical theory of glaciations had 
fallen out of favor. Milankovitch theory had been tied to 

Albrecht Penck and Eduard Brückner's reconstruction of 
Alpine glacier history. This reconstruction fit the astro-
nomical calculations particularly well (Köppen & Wegener 
1924). This helped Milankovitch theory at first, and during 
the 1930s and 1940s most European geologists accepted 
the astronomical explanation. But all that changed in 1951, 
when radiocarbon dating became available. The Alpine 
reconstruction with four glacial periods in the past 600 Ka 
was shown incorrect, and ice fluctuations for the past 
80 Ka appeared more frequent than Milankovitch theory 
allowed. By 1955 Milankovitch theory had lost nearly all 
its supporters.

In 1960 the principles of a CO2 hypothesis based on 
the greenhouse effect capable of explaining glacial periods 
had been solidly established. It was clear that the increase 
in CO2 was a cause for warming by increasing the height 
of radiation to space. It had been demonstrated that CO2 
was rapidly increasing as the ocean could not absorb the 
CO2 quickly enough. Therefore, CO2 levels in the atmos-
phere could change significantly over a short period of 
time, and so could the temperature of the Earth. At the 
same time few people believed in the competing astro-
nomical theory. But as is often the case, nature refused to 
cooperate and the world entered a period of cooling. The 
cooling began in the mid–1940s, but became very notice-
able in the mid–1960s.  The lack of warming despite in-
creasing CO2 levels put the CO2 hypothesis in limbo. The 
greenhouse effect was accepted, as it is based on solid 
science, but the changes in CO2 could not explain the 
changing climate, so many scientists believed other sig-
nificant factors were at play. And then incontrovertible 
evidence was produced in favor of the astronomical the-
ory. Scientists pulled out benthic cores from the Indian 
Ocean that demonstrated without doubt that the climate of 
the past 450 Ka responded within 5% of error to the Mi-
lankovitch orbital frequencies (Hays et al.  1976; see Chap. 
2). The astronomical theory of Milankovitch finally pro-
vided the long-sought explanation for glacial periods of 
the past. A 140-year quest had ended.

The CO2 hypothesis had been developed to explain 
glaciations but could not explain why they took place at 
exactly the frequencies predicted by Milankovitch theory. 
Undaunted, its supporters soon regrouped. Perhaps the 
hypothesis could not explain when glaciations took place, 
but it could still explain their magnitude and effects. An 
ice core from Antarctica showed in 1985 that temperature, 
CO2, and methane, correlated through the glacial cycle. 
Despite being something that should be expected in any 
case, it was proposed that the correlation suggested GHGs 
were required to amplify the effects of orbital shifts,  and to 
maintain inter-hemispheric synchroneity (Lorius et al. 
1985). GHGs role in the glacial cycle remains controver-
sial (see Sect. 2.11) and supported mainly with models. 
The debate about CO2 controlling the planet's climate was 
forced out of the Pleistocene by the evidence. Ice cores 
provided evidence that Holocene climate had not been 
under CO2 control either (see Sect. 4.3). Our current un-
derstanding is that the 1910–40 warming period was not 
due to an increase in GHGs, refuting Callendar's belief 
(Meehl et al.  2004; see Fig. 12.2). The scope of the CO2 
hypothesis has been reduced to the distant past, before the 
Pleistocene, and the last warming period since 1976.
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9.3 Past atmospheric changes and 
climate evolution
9.3.1 The Faint Sun Paradox
As the Sun transforms hydrogen into helium, the propor-
tion of hydrogen at its core decreases over time. This 
should reduce the production of energy, but as the energy 
produced is what keeps the Sun from collapsing from its 
gravitational pull, the core contracts increasing the density 
of hydrogen by the amount needed to keep equilibrium. 
The slow change results in the outer core becoming pro-
gressively hotter and brighter, the increased radiation 
pushes the outer layers making the Sun bigger and brighter 
over time. It has been calculated that the Sun must have 
expanded by 10%, warmed 200 K, and increased in 
brightness by 30% in the 4.57 Gyr since it reached the 
main sequence after igniting. During this time it has con-
sumed half of the hydrogen in the core, allowing the de-
velopment of life and climate on Earth. The increase in 
solar brightness with time is the inevitable consequence of 
well understood physical principles.

In the early 1970s it was recognized that the faint 
young Sun created a paradox (Sagan & Mullen 1972).  
Under present conditions, the reduced brightness of the 
young Sun implied the Earth should have been frozen until 
2.3 Ga, yet there is very solid geological and paleontologi-
cal evidence of substantial surface liquid water presence 
between 3–4 Ga. Conditions in the early Earth must have 
been very different, and the two most likely factors to ex-
plain the Faint Sun Paradox are differences in GHGs and 
in albedo, that currently reflects about 30% of incoming 
solar radiation.  Other changes in the Sun and Earth com-
plicate the interpretation of the paradox (Fig. 9.3). The Sun 
has also been decreasing its rate of rotation, the process 
responsible for driving its magnetohydrodynamic dynamo, 

with the concomitant decrease in solar magnetic activity 
and solar wind strength over time (Feulner 2012). A much 
higher rate of solar superflares and coronal mass ejections 
from the young Sun has also been proposed as a solution 
to the paradox (Airapetian et al. 2016). The Earth's mag-
netic field should have been 30–75% weaker in the distant 
past, before its inner core started solidifying about 2.5–
0.5 Ga (Labrosse et al. 2001), indicating the Earth was 
subjected to a more intense high-energy flux,  which af-
fected the ancient atmosphere composition. The Earth has 
also been decreasing its rate of rotation and this has impor-
tant implications because the size of atmospheric eddies, 
and thus the amount of energy they transport,  depends on 
the speed of rotation. Models show a faster speed of rota-
tion results in smaller eddies, decreasing latitudinal heat 
transport (Kuhn et al. 1989). The continental area has also 
grown enormously from about 10% of its present value 
3.8 Gyr ago, and this growth should have resulted in an 
increase in albedo over time. Lack of biologically-derived 
condensation nuclei has been proposed as another cause 
for an ancient reduced albedo that could help explain the 
paradox (Rosing et al. 2010).

The Faint Sun Paradox cannot be considered solved 
(Feulner 2012). There is controversy over the importance 
of GHGs, albedo and other factors in warming the young 
Earth. Our knowledge of the conditions so long ago is very 
limited. Nevertheless, it appears that a combination of 
factors including higher levels of GHGs and a reduced 
albedo is the most likely answer to a liquid water world 
under a faint Sun. In any case, the Faint Sun Paradox can-
not provide support for the CO2 hypothesis, as we don't 
know how much CO2 there was in the ancient atmosphere, 
nor can we assess the contribution from GHGs to the 
warming of the Earth 4–2 Ga, versus other factors.
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Fig. 9.3 Factors affecting the Faint Sun Paradox
Due to stellar evolution, the Sun has been increasing in luminosity (thick line). Under a fainter Sun the Earth could not have had surface 
liquid water with present conditions prior to 2.3 Ga, yet there is evidence for liquid water as early as 3.8 Ga. Factors that could affect 
temperature and are believed to have changed are shown, with those decreasing over time with dashed lines (left scale), and those in-
creasing over time with solid lines (right scale). Values shown are highly speculative. See Feulner (2012), and references therein. CMEs: 
coronal mass ejections.



9.3.2 Phanerozoic climate
The Phanerozoic eon spans the last 541 Ma and begins 
with the relatively sudden appearance of complex metazo-
ans in the Cambrian explosion.  It has been speculated that 
solidification of the Earth's inner core,  and the resulting 
strengthening of the magnetic field, caused a decrease in 
high-energy solar flux allowing the development of a more 
protective atmosphere and of complex life on land (Dogli-
oni et al. 2016). Several Phanerozoic geochemical proxy 
records have prompted attempts at reconstructing its tem-
perature and GHG evolution. In his 1979 book “Climates 
throughout geologic time,” Lawrence Frakes presented 
one of the first temperature reconstructions for this period 
of the Earth, proposing an alternation of glacial periods 

and comparatively warmer periods supported on abundant 
geological data.  His conclusion attests to the predominant 
view at the time:

“Retention of heat energy on the earth has varied 
through time and has given rise to variable climates.  Re-
tention appears to be in part a function of the global cli-
matic state, including global albedo and distribution of 
land and sea. To a lesser extent, factors such as the magni-
tude of the greenhouse effect and atmospheric and inter-
stellar interference with solar radiation may have influ-
enced the history of global climate by contributing posi-
tively or negatively to the net heat flux” (Frakes 1979).

In their follow-up 1992 book “Climate modes of the 
Phanerozoic,” Frakes et al. translate this climatic alterna-
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Fig. 9.4 Phanerozoic CO2 levels, tectonic activity and climate indicators
a) Phanerozoic atmospheric CO2 levels in ppm (left scale) from GEOCARB III model (black curve with grey estimate of error; after 
Berner & Kothavala 2001), multi-proxy reconstruction (dark red curve with pink 95% confidence interval, red line is least squares fit; 
after Foster et al. 2017), CO2 reconstruction from +13C isotopic inorganic/organic carbon fractionation (orange curve with gold uncer-
tainty; after Rothman 2002), and COPSE model (brown curve; after Bergman et al. 2004). Horizontal dotted line indicates AD 1750 CO2 
level of 270 ppm. Blue curve represents combined tectonic rate in standardized values, and blue line its linear regression (right scale; 
after Vérard et al. 2015). b) Alternating Warm (orange) and Cool (blue) Modes, after Frakes et al. (1992), and glacial indicators, meas-
ured by the latitude reached from one of the poles. Ice rafting evidence (ice blue areas; after Frakes & Francis 1988), and direct geologi-
cal evidence for glaciation (azure and blue areas; after Crowley 1998). c) Phanerozoic temperature reconstructions: Mean global tempera-
ture estimate (no scale) based on sedimentology and paleoecology (green curve; after Frakes 1979, and Frakes et al. 1992). Mean global 
temperature reconstruction based on geological evidence and isotopic studies (black curve, left scale; after Scotese 2018). Tropical ma-
rine shallow water calcite 18O levels detrended (red curve, right scale; after Veizer et al. 2000). Tropical marine shallow water calcite 18O 
levels detrended and pH adjusted with GEOCARB III CO2 data (violet curve; after Royer et al. 2004).



tion into four warm modes alternated with four cool modes 
(Fig. 9.4, orange and blue boxes), more clearly delimitated 
by their seminal study on Phanerozoic ice rafting (Frakes 
& Francis 1988; Fig. 9.4b, light blue boxes).

“Phanerozoic climate history has been divided into 
four Warm Modes and four Cool Modes. Among Warm 

Modes possibly the warmest was the late Cretaceous to 
early Tertiary, with the Silurian–Devonian and early 
Mesozoic ranked equal second. The position of the Cam-
brian–Ordovician is uncertain owing to the lack of infor-
mation from high latitudes. The most extreme cold cli-
mates prevailed during the late Palaeozoic and the late 
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Fig. 9.5 Disagreement and uncertainty in Phanerozoic CO2 proxies
a) Atmospheric CO2 from Individual proxies. Black thick line GEOCARB III model (Berner & Kothavala 2001). Dark blue dots, paleo-
sols (pedogenic carbonate !13C). Light blue squares, phytoplankton (!13C of alkenones). Pink triangles, boron isotopes. Yellow diamonds, 
leaf stomata. Curves represent local least-squares 2nd degree polynomial (Savitzky–Golay) smoothing of individual proxy data after aver-
aging data with the same date, followed by a 1 Myr window averaging and data interpolation at 1 Myr intervals. Dashed segments corre-
spond to long periods without data. b) Data coverage in number of CO2 records per Myr is very uneven, with most periods very poorly 
represented and a few hotspots for data. c) Magnification of the squared area in (a). Boxed area shows a period of disagreement between 
the four proxies that support CO2 levels between 400 and 1000 ppm. d) Plot of data from the grey area in (b) showing that the high num-
ber of records between 200 and 212 Ma actually results in a bigger uncertainty of the CO2 levels at the time. Medium grey area is the 
envelop of the central measurements. Light grey area is the envelop of the low/high estimate ranges. Levels of CO2 between a few hun-
dreds to many thousands of ppm are possible. Data from Foster et al. (2017).



Cenozoic, followed by the Ordovician–Silurian, which was 
more intensely cold than both the middle Mesozoic and the 
anomalous late Devonian local cooling. An important 
conclusion to be drawn from this ranking is that the great 
variability of Phanerozoic climates has not seen a clear 
trend towards overall warming or cooling in the last 570 
m.y,  but rather can be characterized as alternating cool 
and warm intervals of long period” (Frakes et al. 1992).

Phanerozoic temperature reconstructions agree quite 
well with this general view. Frakes et al. (1992) estimated 
reconstruction (Fig. 9.4b, green curve) is based on latitu-
dinal distribution of geological indicators.  Shaviv & Veizer 
(2003) low-latitude shallow water reconstruction (Fig. 
9.4b,  red curve) is based on low-Mg calcite !18O isotope 
data. Scotese (2018) integrates fossil, geological, and iso-
topic information to reconstruct tropics to pole hemi-
spheric profiles that are transformed into a mean average 
temperature (Fig. 9.4b, black curve). It is the reconstruc-
tion that most faithfully represents the present very cold 
icehouse condition with an average temperature of only 
14.5 °C, lower than 95% of Phanerozoic temperatures. 
Royer et al. (2004) reconstruction (Fig. 9.4b, purple curve) 
uses the same data as Shaviv & Veizer (2003), but applies 
a pH-correction based on CO2 levels. It really stands out as 
the different one, making for an improbably warm An-
dean–Saharan Ice Age, as well as equally unlikely very 
warm Cambrian and Devonian.  Another issue is that a 
temperature adjustment based on CO2 data runs into circu-
lus in demonstrando when the result is used to argue the 
similitude between temperature and CO2 over time.

By contrast, Phanerozoic CO2 reconstructions agree 
mainly on a general decreasing trend and very low values 
during the Karoo and Cenozoic ice ages. Geocarb III 
model of Berner & Kothavala (2001. Fig. 9.4a, black 
curve),  long considered the state-of-the-art in CO2 model-
ing, shows bigger differences with proxy data in the mid-
dle Mesozoic and Devonian with each new release of 
proxy reconstructions by Dana Royer et al., casting doubts 
about its general validity for more ancient times.  Bergman 
et al. (2004) COPSE model (Fig. 9.4a, brown curve), looks 
similar to Geocarb III only until the Carboniferous, and to 
Royer et al.  latest proxy reconstruction (Foster et al. 2017; 
Fig. 9.4a, dark red curve) only during the middle Meso-
zoic cool period, showing important differences during the 
Carboniferous, Permian and Triassic.

The problem with establishing CO2 levels during the 
Phanerozoic goes deeper than the lack of agreement be-
tween proxy reconstructions and models. As Royer et al. 
(2004) show, CO2 data from four different proxies give 
significantly different reconstruction curves (Fig. 9.5a & 
c). If we assume that one of the proxies must be better than 
the others, a reconstruction from all four is a worse ap-
proximation to the actual values. And the problem is worse 
if we consider the variability of the data that the proxies 
reveal. CO2 data from proxies is not only very sparse dur-
ing the Phanerozoic, it is highly uneven also, with the 
presence of certain hotspots where most of the data accu-
mulates (Fig. 9.5b), leaving the rest very poorly sampled. 
And it gets even worse, as the accumulation of data at 
these hotspots does not lead to a reduction in the uncer-
tainty of CO2 levels. Quite the contrary, the uncertainty at 
the hotspots is much higher (Fig.  9.5d). In Foster et al. 
(2017) CO2 proxy database there are 80 records between 
200 and 202 Ma with central values between 610 and 

3650 ppm, extended to 300 to 7000 ppm if the high and 
low estimates are considered (Fig. 9.5d).  This ridiculously 
high uncertainty cannot be reduced by the use of a differ-
ent proxy, as it is present in both proxies available at the 
time, paleosols and stomata. If the uncertainty at data hot-
spots is representative we cannot have any confidence that 
a lower number of measurements at other times better con-
strain our knowledge of past CO2 levels. It becomes clear 
that the uncertainty over CO2 levels during the Phanero-
zoic precludes any inference on the role of CO2 on climate 
beyond a correlation between low CO2 levels and low 
temperature during glaciations (Fig. 9.4). The hypothesis 
that CO2 was a primary driver of Phanerozoic climate 
(Royer et al. 2004) has insufficient evidence.

Rothman (2002), took a completely different approach 
to reconstructing Phanerozoic CO2 levels. He removed the 
effects of sediment recycling from the 87Sr/86Sr isotopic 
record showing that it then has a very strong correlation to 
+13C, the isotopic fractionation between inorganic and 
organic !13C (Fig. 9.6).  The striking similarity is due to 
both signals' dependence on magmatic processes and 
weathering. CO2 levels are then inferred from the shared 
oscillations.  Rothman's CO2 reconstruction (Fig. 9.4a,  
orange curve; Fig. 9.6) shows no correspondence to other 
CO2 or temperature reconstructions and has been criticized 
by Royer et al.  (2004) on the grounds of +13C being af-
fected by other factors besides atmospheric CO2 photosyn-
thesized into organic carbon.  While the significance of 
Rothman's results remains to be settled, it underscores our 
poor knowledge of carbon and CO2 changes over the 
Phanerozoic.

Another source of information comes from the devel-
opment of a 600 Ma global tectonic model at the Univer-
sity of Lausanne (Vérard et al. 2015). The model shows a 
decreasing trend over time in global tectonic activity (Fig. 
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Fig. 9.6 Rothman's CO2 reconstruction
After eliminating the effect of sedimentary recycling, the 87Sr/
86Sr data (dashed line) shows a significant correlation to the +13C 
isotopic inorganic/organic carbon fractionation (dotted line), 
attributed to both similarly depending on weathering and mag-
matism. The CO2 partial pressure, pCO2, relative to present value 
(continuous line) is estimated from the other two curves for a 
reference constant total organic content ratio, with the grey area 
representing upper and lower reference ratios. This curve and 
range correspond to the orange curve in Fig. 9.4a. After Rothman 
(2002).



9.4a, blue curve).  As magmatism is the accepted long-term 
source of most atmospheric CO2 prior to fossil fuel use, 
the result is compatible with the decreasing trend in CO2 
over the Phanerozoic displayed by models and proxy re-
constructions. The authors propose that the decrease in 
tectonic activity reflects the progressive cooling of the 
solid Earth, and they extrapolate it to a complete stop in 
tectonic activity in 500 Ma. Long before that time atmos-
pheric CO2 will have reached such low levels as to make 
the existence of complex plants and all the trophic chains 
depending on them impossible. The authors point at the 
model producing below-average tectonic rates during cool 
periods. They attribute the cool periods to a lower rate of 
CO2 production.  However, an opposite explanation cannot 
be ruled out. Since a cooler Earth partly covered with huge 
ice sheets shows reduced tectonic rates that result in lower 
CO2 production, the cooling could be the cause of the CO2 
decrease.

The Phanerozoic temperature record oscillates within 
a narrow range compatible with life, displaying a c. 150-
Myr periodicity (Fig. 9.4b). G.E. Williams was the first to 
report this periodicity in 1975, identifying also the middle 
Mesozoic cool period from faunal and geological evi-

dence, that was later confirmed by Frakes et al. (1992) as 
the middle Jurassic to early Cretaceous Cool Mode. Wil-
liams postulated that the cause of this climatic periodicity 
was related to the galactic year (Williams 1975). The rela-
tion between a c. 150 Ma climate cycle and the crossing of 
the galactic spiral arms by the solar system is currently 
defended by Nir Shaviv and Ján Veizer (2003). Shaviv has 
showed the coincidence in period and phase between two 
climatic datasets,  one sedimentary and another isotopic, 
and two celestial datasets, one the reconstructed galactic 
cosmic rays from meteoritic exposure and another the as-
tronomical data on galactic arms crossing (Fig. 9.7). The 
hypothesis is controversial and the path, solar system 
speed, and position of the galactic arms in the distant past, 
are not well constrained. However, the hypothesis cannot 
be rejected, as the c. 150 Ma periodicity in the temperature 
data is defensible and appears absent in CO2 data and 
models.

9.3.3 Earth's proposed thermostat
Sagan and Mullen solution to the Faint Sun Paradox based 
on ammonia's strong greenhouse effect was soon discarded 
as ammonia's photolysis rate by solar irradiance is ex-
traordinarily high. Hypotheses based on CO2, CH4 and CO 
would prove more stable until oxygen became abundant in 
the atmosphere. Afterwards, CO2 would have to do most 
of the low solar luminosity compensation. Implicit in these 
hypotheses was the necessity that greenhouse gases have 
adjusted their abundance to match the changes in solar 
luminosity over time. Walker et al. (1981) were the first to 
make explicit this prerequisite. This conclusion leads di-
rectly to the anthropic principle, as we would be here only 
because CO2 was able to match successfully the forcing 
required to compensate the change in solar luminosity 
within the narrow range needed for the evolution of com-
plex life over billions of years.  Foster et al. (2017) express 
it in the following terms: “the long-term decrease in CO2 
over the last 420 Myrs has largely compensated for the 
increase in solar output over the interval.”

To avoid leaving this strong atmospheric requirement 
to chance, Lovelock and Margulis (1974) developed the 
Gaia hypothesis. This hypothesis states that from its de-
velopment the biosphere took a leading role in keeping the 
planet's life-compatible conditions over time. However, 
the Gaia hypothesis has fallen out of favor among scien-
tists, if it ever had any. The development of oxygenic pho-
tosynthesis by cyanobacteria is believed to have caused 
the Great Oxygen Crisis that probably plunged the planet 
into the Huronian Glaciation that lasted c. 300 Ma. And 
the discovery of lignin by vascular land plants in the De-
vonian caught the decomposing organisms unprepared, 
leading to the burial of large amounts of carbon into coal 
deposits. The resulting decrease in atmospheric CO2 levels 
probably contributed to the Karoo Ice Age being the cold-
est and longest (so far) in the Phanerozoic. Clearly, living 
organisms have not been kind to the planet they inhabit, 
and have tested its thermal homeostasis to the limit.

Walker et al. (1981) proposed a solution in the form of 
carbon cycle weathering control by temperature. Over 
timescales of millions of years CO2 abundance is con-
trolled only by its magmatic production and by its incorpo-
ration into carbonates, via weathering, that are subse-
quently buried, as all other processes have time to equili-
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Fig. 9.7 The galactic climate hypothesis
This hypothesis proposes two climatic cycles determined by ce-
lestial drivers. The basis of the 150-Ma cycle hypothesis is the 
coincidence in period and phase between two independent cli-
mate records and two celestial datasets. The climate records are 
the geological alternation between greenhouse and icehouse pro-
posed by Frakes et al. 1992 (horizontal hatching ellipse), and the 
tropical sea temperature isotopic reconstruction (Veizer et al. 
2000; left-slanted hatching ellipse). The celestial datasets are the 
reconstructed galactic cosmic ray flux from meteorite exposure 
(dotted ellipse), and the astronomical data on solar system pas-
sage through the galaxy spiral arms (light colored ellipse). The 
32-Ma cycle hypothesis relies on the crossing of the galactic 
plane (medium colored ellipse) coinciding with a climate indica-
tor, the tropical sea temperature isotopic reconstruction (Shaviv 
& Veizer 2003; dark colored ellipse), and 3He in pelagic sedi-
ments, an indicator of interplanetary dust influx (right-slanted 
hatching ellipse; Farley 1995). After Shaviv (2006).



brate. Continental silicate weathering by CO2 is a process 
dependent among other things on temperature. If the 
planet's temperature decreases, silicate weathering rate 
slows down leading to CO2 accumulation and global 
warming,  and vice versa for a temperature increase. This 
proposed thermostat that would stabilize Earth's climate is 
now part of textbooks despite a lack of evidence for a 
global silicate weathering control by temperature. In fact, 
a global analysis of large rivers failed to show temperature 
as an important parameter controlling silicate weathering 
(Gaillardet et al. 1999), casting doubts on the validity of 
the hypothesis. The existence of an effective silicate 
weathering negative feedback thermostat capable of stabi-
lizing Earth's climate, compensating for long-term changes 
in solar output, requires that on a timescale of millions of 
years CO2 levels and temperature correlate. It also means 
that on that timescale CO2 levels are controlled by tem-
perature (via weathering), and not the opposite.

9.3.4 Cenozoic climate
Our knowledge of the past improves as we get closer to 
the present. If Earth's climate has been controlled by 
changes in CO2 this should be more evident over the last 
66 million years than in previous times. The Cenozoic has 

been very climatically varied, from the Eocene hothouse to 
the Pleistocene icehouse, and therefore constitutes an ideal 
test for a CO2 control of these climatic changes. A certain 
degree of agreement is expected from the long-term de-
crease in CO2 levels over time (Fig. 9.4a) and the Ceno-
zoic hothouse to icehouse decrease in temperature. The 
question is if that agreement is close enough to support a 
first-order control of temperature by CO2 levels. And the 
answer is absolutely not. The end of the Cretaceous was a 
very warm period characterized by low CO2 levels, proba-
bly below 500 ppm and similar to the present, as indicated 
by proxies (Fig. 9.4; Foster et al. 2017). Such a drop in 
CO2 levels at one of the warmest periods in Earth history 
might be a consequence of the Chicxulub impact that 
marks the end of the Cretaceous and might have caused 
severe global cooling. In any case temperature seems to 
have recovered faster than CO2,  as the Paleocene showed 
stable very warm temperatures at a time of increasing CO2 
levels (Fig. 9.8). The early Eocene, between 56 and 
48 Ma, showed the warmest temperatures of the Cenozoic 
with CO2 levels estimated between 500–1000 ppm. How-
ever, starting with the Lutetian, c. 48 Ma, temperature 
dropped almost continuously for 14 Myr until the Oligo-
cene. This drastic cooling, estimated at –5 °C in global 
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Fig. 9.8. Cenozoic temperature and CO2 evolution
a) Upper curve (right scale), global deep-sea !18O curve from over 40 drilling projects as a temperature and continental ice proxy (Zachos 
et al. 2001). Data originally smoothed with a five-point running mean was also averaged with an 80,000-year running window to elimi-
nate obliquity-linked variability and compensate for differences in data density. b) CO2 data for the indicated proxies from Beerling & 
Royer (2011). Thick black curve is the 9-point average, and the grey area represents the 5 Myr binned average of the high and low CO2 
estimate. PETM, Paleocene–Eocene Thermal Maximum, indicated by the vertical dashed line. A change in CO2 levels at that time must 
have been too transient to leave an impression in CO2 records. No correlation is evident between temperature and CO2 data. Also, the 
CO2 response to Antarctica's glaciation at the Eocene–Oligocene boundary is surprising.



average temperature, took place while CO2 levels in-
creased to above 1000 ppm (Fig. 9.8). At 34 Ma and in 
less than one million years Antarctica glaciated causing a 
further drop of another –2.5 °C, while CO2 proxies support 
levels above 1000 ppm for two million years after the Ant-
arctic glaciation, before decreasing back to c. 500 ppm 
between 32–25 Ma. As temperatures recovered during the 
Oligocene and were 2–4 °C warmer than now from the 
late Oligocene to the mid-Miocene climate optimum, CO2 
levels overall decreased to a minimum c. 15 Ma, but 
showing significant increases at c. 17 Ma coincident with 
the Columbia River Basalt eruptions, and at c. 25 Ma, as-
sociated with warmer periods. For the past 15 Myr CO2 
levels appear to have oscillated between 250–400 ppm 
(similar to Late Holocene changes) most of the time, while 
temperatures display another important drop estimated at –
5 °C from the mid-Miocene climate optimum into the 
depths of the late Pleistocene glaciation.

Therefore, there is a complete lack of correlation be-
tween temperature changes and CO2 changes during the 
Cenozoic’s two most important climatic change periods, 
the 50–34 Ma and 15–1 Ma strong cooling periods. And 
there is anti-correlation during the 33–17 Ma period of 
warming that cannot be explained in terms of the decreas-
ing CO2 levels that the proxies suggest. Considering this 
evidence the assertion that “there is a strong CO2-
temperature coupling during the Cenozoic” (Royer 2014) 
is most surprising. While the effect of CO2 on temperature 
is based on solid physical principles, and it cannot be ruled 
out that the effect might be dominant at certain times, like 
during the c. 17 Ma Columbia River Basalt eruptions at 
the mid-Miocene climatic optimum; Cenozoic climate 
evolution demonstrates that CO2 cannot be a primary 
driver of climate over the long-term as it has been repeat-
edly claimed (Royer et al. 2004; Royer 2014). Compara-
tive analysis of CO2 data, marginal radiative forcing at the 
top of the troposphere from CO2 changes,  and !18O-
derived temperature data over the past 425 million years 
(Davis 2017), leads to the same conclusion as the exami-

nation of Cenozoic changes: “neither the atmospheric 
concentration of CO2 nor !RFCO2 is correlated with tem-
perature over most of the ancient (Phanerozoic) climate” 
(Davis 2017).

9.3.5 Phanerozoic climatic cycles
!18O benthic isotopic data for the past 67 Myr (Zachos 

et al. 2001) displays a clear autocorrelation between its left 
and right halves (Fig. 9.9). Already in 1977 Fischer and 
Arthur had demonstrated that the biological diversity of 
pelagic biotas varied with a rhythm of 32 Myr between 
times of higher diversity associated with warmer tempera-
tures, widespread anaerobism, eustatic sea-level rises, and 
heavier carbon isotope values in marine calcareous organ-
isms, and times of lower diversity associated to opposite 
conditions (Fischer & Arthur 1977).

Using a database of 17,797 fossil marine animal gen-
era, Rohde & Muller (2005) showed that the main perio-
dicity in marine metazoan diversity is a 62 ± 3 Myr cycle 
(Fig. 9.10b, d),  with a second periodicity at 140 ± 15 Myr 
(Fig. 9.10c, d). The 32 Myr periodicity could be a low 
power harmonic as suggested in the Cenozoic part of the 
data (Fig. 9.10b, d, arrows).

A 30 Myr periodicity in diverse geological phenom-
ena had been proposed multiple times since the early 20th 
century, usually on weak statistical grounds. In 1984, 
Rampino & Stothers (1984a) proposed that a 33 ± 3 Myr 
periodicity occurred in major geological perturbations 
(low sea levels, sea-floor spreading discontinuities, tec-
tonic episodes, and geomagnetic reversals), and in dates of 
terrestrial impact craters during the Mesozoic and Ceno-
zoic. The same year, Raup & Sepkoski (1984) published 
the existence of a 26 Myr periodicity in marine fossil 
fauna extinctions, and their article was immediately fol-
lowed by the proposition that impact craters were respon-
sible, and that the crossing of the galactic plane by the 
solar system was the ultimate cause (Rampino & Stothers 
1984b; Schwartz & James 1984). The controversy over 
this hypothesis continues to this day. After three decades 
the periodicity in marine fauna extinctions appears solid 
and has been refined to the genus level, and using newer 
geological timescales established at 27 Myr (Melott & 
Bambach 2014). The terrestrial impact cratering periodic-
ity is now attributed to dark matter at the galactic mid–
plane (Randall & Reece 2014; Rampino & Caldeira 2015), 
but is still disputed on statistical grounds (Erlykin et al. 
2017). The cause of mass extinctions is of peripheral inter-
est to the climatic question, as different mass extinctions 
appear to respond to different causes. The association of 
many of them to large igneous province eruptions appears 
clear (Bond & Grasby 2017),  and no 27-Myr climatic cy-
cle is apparent in the climatic record.

The correlation between biodiversity and climate is, 
however, a critical issue. Nutrient productivity and avail-
ability depends strongly on climatic factors like tempera-
ture,  precipitation, erosion, aerial fertilization, ocean up-
welling, and CO2 levels.  It is expected that climate 
changes drive biodiversity changes both in the past and 
during Modern Global Warming. The evidence shows this 
correlation. The marine fossil fauna biodiversity data 
(Rohde & Muller 2005), after detrending and subtraction 
of the 62-Myr signal, displays primarily its 140-Myr peri-
odical signal (Fig. 9.10c). This 140-Myr cycle in biodiver-
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Fig. 9.9 Symmetry in Cenozoic temperature proxy record
!18O temperature proxy data for the past 67 Myr from Zachos 
(2011), as in Fig. 9.8. The 67–33.5 and 33.5–0 Ma periods have 
been superposed to show the striking similarity. 



sity is a mirror image of the temperature reconstruction 
(Fig. 9.10f; Scotese 2018), and shows a near perfect coin-
cidence with the alternation between warm and cold peri-
ods (Frakes et al.  1992), and with glacial indicators 
(Frakes & Francis 1988; Fig. 9.10e). This is an important 
result because two indicators that should be related ac-
cording to theoretical knowledge,  are independently show-
ing the same pattern. To our best knowledge this pattern is 
not displayed by CO2 reconstructions or models (Fig. 9.4). 
Marine faunal biodiversity anticorrelates to temperature, 
since it is higher usually during cold periods and lower 

during warm periods. This is consistent with our knowl-
edge that land and ocean productivity respond differently 
to global temperature. Cold periods favor water oxygena-
tion and increase CO2 solubility. With cooling, the tem-
perature gradient between the poles and the equator in-
creases, favoring the development of strong zonal winds 
and a stronger thermocline resulting in upwelling increase 
and enhanced nutrient recycling (Vincent & Berger 1985). 
Also, phosphorus availability in the open ocean increases 
(Palastanga et al.  2013), and a stronger dust flux produces 
higher soluble iron levels (Conway et al. 2015), resulting 
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Fig. 9.10 Biological diversity and climate cycles
a) Number of marine animal genera over time in the 17,797-fossil dataset used by Rohde & Muller (2005). Red line is a third-order poly-
nomial fit. b) Same data after detrending. Red line is a 62-Myr sine wave fitted to the data. c) Detrended data after also subtracting the 
62-Myr cycle, and with a 140-Myr sine wave fitted to the data. d) Fourier spectrum of the detrended data in (b). R (red) and W (blue) 
curves are estimates of red and white spectral noise. (a) to (d) after Rohde & Muller (2005). Arrows in (b) and (d) hint at the possibility of 
a 32-Myr sub–harmonic periodicity. Grey vertical bars indicate the five biggest mass extinctions in marine fauna. O–S, Ordovician-
Silurian; Late D, late Devonian; P–T, Permian–Triassic; T–J, Triassic–Jurassic; K–P, Cretaceous–Paleogene. The 140-Myr marine bio-
logical diversity periodicity in (c) shows a clear correlation to climatic indicators. e) Alternation in Warm and Cool Modes (after Frakes et 
al. 1992), and glacial indicators (right scale in latitude reached; Ice rafting evidence (ice blue areas; after Frakes & Francis 1988), and 
direct geological evidence for glaciation (azure and blue areas; after Crowley 1998) f) Mean global temperature reconstruction based on 
geological evidence and isotopic studies (black curve, left scale; after Scotese 2018). g) Diagram showing Solar System c. 60-Myr oscil-
lation with respect to the galactic plane, crossing it every c. 30 Myr, as it circles its core, that has been proposed as a cause for periodici-
ties in biological extinctions (Schwartz & James 1984), and climate oscillations (Shaviv 2006).



in higher productivity and more efficient nutrient utiliza-
tion (Martínez–García et al. 2014).  As an illustration of 
this enhanced ocean productivity during cold periods, re-
sponsible for the biodiversity increase, baleen whales, the 
biggest animals to ever inhabit the planet, developed their 
gigantism during the Late Cenozoic Ice Age due to intensi-
fied coastal upwelling (Slater et al. 2017).

9.4 Radiative forcing and 
anthropogenic effect
The effect that changes in atmospheric greenhouse gases 
have on climate is defined and quantified through changes 
in radiative forcing.  Conceptually, climate change is as-
sumed to be due either to an external cause (forcing), or to 
internal variability. Figure 9.11 shows a schematic repre-
sentation of the climate system with many important sub-
systems and processes. Anything that is not affected by the 
climate system is considered external, although the dis-
tinction is not absolute. For example, volcanoes are often 

external to the climate system, however it is known that 
their frequency responds to changes in sea level and the 
ice-sheet load during deglaciations (Huybers & Langmuir 
2009; see Sect. 11.2). Forcings cause climate change, 
while feedbacks respond to climate change, affecting the 
amplitude of the change positively or negatively with re-
spect to the direction of the change caused by the forcing. 
It becomes confusing because the same factor can be a 
feedback if produced naturally in response to climate 
change, and simultaneously a forcing if produced by hu-
mans. Several greenhouse gases are in that situation.

The thermodynamic nature of climate establishes that 
the available energy to the climate system to realize work 
is the energy that enters the system, and to be in equilib-
rium, it must match the energy that exits it. The work is 
realized through the conversion of short-wave radiation 
(SR) into infra-red radiation (IR), a more degraded form of 
energy. The match between incoming and outgoing energy 
is known as the energy balance. In the absence of energy 
balance alterations, climate change can still be driven by 
internal variability, but significant differences in the en-
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Fig. 9.11 Simplified schematic representation of Earth's climate system
Different subsystems are shown with different background colors. Climatic phenomena and processes affecting climate in white boxes. 
Subsystems and phenomena within the central pearl-colored box are generally considered internal to the climate system, and everything 
else, as usually not affected by climate (with some exceptions), external. Some important properties or phenomena at the interface be-
tween subsystems are placed outside boxes. The Latitudinal (Equator-to-Pole) Temperature Gradient is a central property of the climate 
system that changes continuously and defines the thermal state of the planet (see Scotese 2016). For simplification, lines joining related 
boxes have been omitted. Bold names in red are the main contributors to changes in the radiative budget that according to the IPCC are 
almost exclusively responsible for Modern Global Warming.



ergy balance should always result in climatic changes. 
Geothermal and tidal energies are known to be too small 
or vary by too little to affect the system (Davies & Davies 
2010; Egbert & Ray 2000). It is assumed that the only 
changes that can affect the energy balance are radiative 
changes. This presupposition is only correct if we have 
enough knowledge about other known forcings to rule 
them out, and if there are no other significant forcings 
unknown. It is debatable that our level of knowledge is 
sufficient for that presupposition to be correct, and non-
linear effects of solar variability (Gray et al. 2010; see 
Sects. 11.6 & 11.7), and the effect of galactic cosmic rays 
(Svensmark et al. 2016), are active areas of research that 
question it.  Radiative forcing (RF) is nevertheless defined 
as the net change in the energy balance of the Earth system 
due to some imposed perturbation (Myhre et al. 2013):

RF = +(Ein * Eout) = +Ein * +Eout

At this point the entire climate system complexity 
represented (in a simplified form) in Fig.  9.11 has been 
reduced to the factors shown in red, the rest of the factors 
are considered subordinate. However, the advantage of RF 
is that it allows us to calculate the theoretical effect of 
every single factor that affects the energy balance. The 
IPCC presented a surprising result for this theoretical cal-
culation (Myhre et al. 2013; IPCC 2014 SPM; Fig. 9.12). 
The net radiative forcing for the combined natural factors 
known to affect the energy budget for the six decades be-
tween 1951–2010 was calculated at 0 W/m2. In other 
words, the theoretical framework finds no natural contri-
bution (positive or negative) to the observed net warming. 
Under this paradigm humans are responsible for 120% of 

the observed warming, as well as the 20% cooling from 
aerosols required to settle at 100%.

The surprising proposition that nearly all radiative 
forcing change, and hence climate change, since 1750 has 
been due to human contribution (Fig. 9.12c) should be met 
with due skepticism. Yet it is the unavoidable conclusion 
from IPCC's climate paradigm. The complexity of the cli-
mate system (Fig. 9.11 is a strong simplification) guaran-
tees chaotic oscillations and random walks that must result 
in intrinsic oscillations on top of which continuously vary-
ing forcings impose greater changes through interference 
and resonance. The proxy record supports continuous cli-
matic changes at all time scales. Climate “is” climate 
change. The change is intrinsic to a very complex, 
strongly-regulated dynamic system that has maintained 
life-compatible conditions for eons. The belief in a stable 
benign climate suddenly thrown out of equilibrium by 
human actions is, in all probability, wrong. The theoretical 
result that natural climate change ceased at the time an-
thropogenic GHG emissions started to alter atmospheric 
levels is an indication of a faulty hypothesis. It raises the 
suspicion that anthropogenic forcing has been seriously 
overestimated. There are signs of this overestimation. 
Models have been constrained to reproduce historical tem-
perature anomaly changes, but they are diverging rapidly 
from observations in the unconstrained 21st century (see 
Fig. 13.10). In the 2018 IPCC special report “Global 
Warming of 1.5 °C” (Chap. 2, 2.2.2.2 in the report) the 
CO2 budget to reach +1.5 °C is more than doubled from 
the one published only four years before in the IPCC Fifth 
Assessment Report. It goes from 400 to 860 Gt CO2. This 
increase, produced by a change in methodology, is equiva-
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Fig. 9.12 Anthropogenic and natural radiative forcing contribution to climate change
a) Linear trend in anthropogenic, natural and total forcing for the period 1951–2011 (with 5–95% confidence range). After Myhre et al. 
2013. b) Assessed contributions to observed surface temperature change over the period 1951–2010 (black bar with 5–95% confidence 
range). The relative contributions (colored bars) are based on observations combined with climate model simulations. Combined anthro-
pogenic forcings account for essentially all warming, according to models. After IPCC's Summary for Policymakers of the Synthesis 
Report (2014). c) Global annual average radiative forcing change from 1750 to 2011 due to human activities, changes in total solar irradi-
ance, and volcanic emissions. Bars indicate 5 to 95% confidence range. Over the time period, solar forcing has oscillated from solar 
minimum to solar maximum between *0.11 and +0.19 W/m2. Radiative forcing from volcanic emissions is small on average because it is 
short-lived. After Wuebbles et al. (2017).



lent to reducing CO2 RF by half for the period considered, 
or to a decade of human emissions free of climatic effect.

9.5 Climate feedbacks
A feedback occurs when part of the output from a system 
is added or subtracted to the input modifying the result. 
Amplifying feedbacks are positive and dampening feed-
backs negative. Systems dominated by negative feedbacks 
are inherently stable and systems where positive feedbacks 
predominate are unstable. Earth climate system is known 
to be stable as, unlike other planets, it has maintained a 
narrow range of life-compatible temperature variability for 
nearly four billion years, during which all sort of events 
have pushed it towards both temperature extremes. Cli-
mate feedbacks cannot be observed, since by definition 
they are the effect of one variable on another.  Feedback 
relationship between correlating variables can only be 
inferred probabilistically or estimated with models. In the 
same sense feedbacks cannot be deduced from observa-
tions, they must be deduced from theory or from model 
observations.  In a complex system such as climate there is 
a great uncertainty that all relevant feedbacks have been 
correctly identified.

Climate models are mathematical representations of 
the energy exchange between the climate system and 
space. The models attempt to determine the effects of radi-
ative changes on a hypothetical average surface tempera-
ture.  The starting point of every climate model is that 
changes in enthalpy (heat content) are the difference be-
tween absorbed shortwave and outgoing longwave radia-
tion (ASR and OLR; Fig. 9.2). In equilibrium both are 
equal and there is no net flux at the top of the atmosphere 
(FTOA = 0). When there is a RF change that causes a radia-
tion flux into the system (R), such as an increase in GHGs 
or in solar irradiance, it causes a change in surface tem-
perature (Ts) proportional to the effective heat capacity of 
an atmosphere-ocean column (C). This surface warming 
causes a compensating change in top-of-the-atmosphere 
emissions (+FTOA):

C .Ts/.t = ASR – OLR

At equilibrium both terms are zero and the tempera-
ture doesn't change. When perturbed by a radiative forcing 
we have:

C .Ts/.t = R + +FTOA

The key assumption in climate feedback analysis is 
that changes in radiative flux are proportional to surface 
temperature changes.

+FTOA = /+Ts  [1]

where / is a constant of proportionality between the 
change in temperature and the resulting change in radia-
tive flux, with units of W m–2 K–1. It is the climate feed-
back parameter and represents the increase in OLR per 
unit of global warming. It is reciprocal to the climate sen-
sitivity parameter, 0, the steady state global warming per 
unit of radiative forcing in m2 K W–1,  that for a doubling 
of CO2 constitutes the equilibrium climate sensitivity 
(ECS).

Theory-derived climate feedbacks have been investi-
gated with models,  as they cannot be measured. In princi-
ple, observations should be able to constrain the range in 
climate feedback values, but we have not been very suc-
cessful in doing so. That is the reason that after 40 years 
we have not been capable of constraining the range of pos-
sible ECS values presented in the Charney Report (Char-
ney et al. 1979; Fig. 9.1).  However,  this part of climate 
science is critical, as most of the temperature-related ef-
fects from anthropogenic emissions are dependent on 
feedbacks amplifying the CO2 radiative forcing effect. The 
assumption that changes in temperature are linearly de-
pendent solely on changes in radiative flux [1],  allows the 
decomposition of / into individual feedback processes. 
The most important considered are:

• The Planck feedback. The warmer an object the 
more it radiates. All models agree on the value of this 
feedback at -3.3 W m!2 K!1. The Planck feedback is 
often not considered with the rest of climate feedbacks 
(Fig. 9.13).

• Fast positive feedbacks: The water-vapor feedback 
is the largest of the remaining climate feedbacks, ac-
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Fig. 9.13 Climate feedback 
strength
Feedback parameter value of 
individual feedbacks for CMIP3 
(right columns), CMIP5 models 
(center columns), CMIP6 models 
(left columns), and model inter-
comparison average (central thick 
lines). All (–P), sum of feedbacks 
except Planck. Feedbacks are for 
an abrupt fourfold increase in 
CO2 concentration. Arrow marks 
the 20% decrease in feedback 
strength from CMIP3 to CMIP5 
mean value and the 33% increase 
from CMIP5 to CMIP6. After 
Flato et al. (2013) and Forster et 
al. (2021).



cording to models. Warming of the atmosphere increases 
its absolute moisture content, and as water vapor is a 
strong GHG it produces a positive feedback loop. Mod-
els consider that this feedback roughly doubles the 
warming from CO2. However, the water-vapor response 
to global warming has not been properly determined so 
far.  The ice-albedo feedback produces another loop 
where ice melting creates additional surface warming 
causing more ice to melt.  It is supposed to be important 
for Arctic amplification, but overall is less important 
because most of the global albedo takes place at the at-
mosphere.

• The sign of the cloud feedback is unknown, as low 
clouds create a negative feedback by increasing albedo, 
while high clouds are supposed to be a positive feedback 
by reflecting more IR downwards than SR upwards. 
Also, at night all clouds direct more IR to the ground 
than clear skies. Some models give a small net negative 
feedback value while others give a large positive feed-
back.

• A fast negative feedback is the lapse-rate feedback. 
The lapse rate is the rate at which air temperature de-
creases with height.  As the greenhouse effect warms the 
atmosphere more than the surface at the tropics,  the 
lapse rate decreases. As a result,  OLR emission in-
creases with respect to an homogenous vertical tempera-
ture increase, reducing warming at the surface. At high 
latitudes, lower water vapor and a colder surface result 
in higher surface warming and a positive lapse rate 
feedback, but the tropical effect dominates, and the 
lapse rate feedback is believed to be negative.

Overall fast feedbacks, not including the Planck feed-
back, are estimated at c. 1.5–2.0 W m!2 K!1 (Fig. 9.13), so 
most of the warming in the near term is expected to come 
from them. Then we have the slow feedbacks that are 
highly speculative and difficult to estimate.  On relevant 
time scales most of the ones considered are positive. 
Carbon-cycle feedback is expected to release large stores 
of sequestered carbon (permafrost and peat decomposi-
tion,) and methane (permafrost and clathrate from sea 
floors).  Changes in vegetation cover are also expected to 
occur (rainforest decay from drying, forest fires, desertifi-
cation), with a more mixed result as carbon is expected to 
be released, but albedo could increase.

Climate feedback studies are clearly an immature sci-
entific subject and the results should be taken with a grain 
of salt,  particularly due to a possible skew towards publi-
cation of reports supportive of large positive feedbacks. If 
climate feedbacks were truly so skewed towards the posi-
tive it is reasonable to ask why the Earth has not been re-
peatedly frozen and heat-sterilized in such a long history. 
Currently the planet surface average temperature is close 
to 14.5 °C, which is within the coldest 10% of the Phane-
rozoic (Fig. 9.4b). The average temperature of the planet 
for the past 540 million years has been around 19 °C (c. 
4 °C warmer than now; Scotese 2018), and several of the 
large !13C excursions associated with large volcanic activ-
ity have taken place at times that were even warmer. It is 
possible that given the difficulty of identifying and quanti-
fying feedbacks the overall positive feedback response 
might have been overestimated.  From CMIP3 (2010) to 
CMIP5 (2014) the overall fast feedback decreased by –0.4 
W m!2 K!1,  a 20% reduction in just four years. From 

CMIP5 to CMIP6 (2021) the overall fast feedback in-
creased by +0.5 W m!2 K!1, a 33% increase (Fig. 9.13). A 
problem with the latest increase is that models become 
implausibly hot (Voosen 2021).

9.6 The CO2 hypothesis of climate 
change
When we analyze the global energy budget we observed 
that water is involved in most of the terms:

• Evaporation
• Latent heat of fusion
• Latent heat of vaporization,  equal and of opposite 

sign in the global mean, but vaporization at the ocean 
surface and condensation at the troposphere

• Cloud albedo and IR reflection
• Tropospheric greenhouse effect
• Stratospheric greenhouse effect
• Atmospheric SR absorption
• Surface Albedo
• Enthalpy transport by the atmosphere and oceans

On top of that, water is extraordinarily abundant in its 
three states.  Its role in climate change has not been prop-
erly explained. Oxygen isotope proxies indicate that the 
ratio between its three states has closely followed climate 
change for millions of years. Starting with Arrhenius it 
was assumed that, since water vapor abundance and water 
change of state respond to temperature,  water vapor could 
not be responsible for climate change forcing and should 
only be a feedback. However, this assumption rules out, 
without evidence, the existence of changes in water state 
and/or water vapor distribution that are non–linear or in-
dependent of temperature changes. Our limited knowledge 
of the climate system, might make us overlook phenomena 
that, given the importance and abundance of water, might 
significantly affect climate change.  One such example was 
the discovery in 2010 that stratospheric water vapor deca-
dal changes made a significant contribution to the rate of 
global warming (Solomon et al. 2010). According to esti-
mates, 20–30% of the warming during the 1990s could be 
attributed to a factor that was not included in climate mod-
els, since until recently general circulation models com-
pletely neglected the stratosphere. Stratospheric water 
vapor appears to be controlled mainly by Indo–Pacific 
Warm Pool sea-surface temperature, the tropical cold point 
in tropospheric temperature, and El Niño/Southern Oscil-
lation, and as the authors state: “It is therefore not clear 
whether the stratospheric water vapor changes represent a 
feedback to global average climate change or a source of 
decadal variability” (Solomon et al. 2010).

On planet Earth the warming resulting from a change 
in GHGs is the consequence of the interplay between the 
greenhouse effect and the hydrological cycle. And while 
the first is well understood, the second is not. All models 
that predict strong warming due to the atmospheric CO2 
increase from human emissions do so because they include 
a strongly positive hydrological feedback (water-vapor, 
cloud, and albedo feedbacks). If the hydrological feedback 
is weak the warming would be modest. And we are having 
trouble measuring the hydrological cycle response to 
warming.  If temperature data is sparse,  incomplete and full 
of inhomogeneities, water vapor data is much worse. It has 
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only been measured globally very recently and different 
ways of measuring it give statistically different results 
(Schröder et al. 2016). The NASA Water Vapor Project 
global water vapor multi–method dataset shows no dis-
cernible trend in the 1988–2009 total precipitable water 
(Vonder Haar et al.  2012; Fig. 9.14). Radiosonde data,  
passive microwave satellite observations, and ground-
based global positioning system measurements, however, 
show different positive trends (Wang et al. 2016). While 
data suggests water vapor has increased more consistently 
over the ocean, the situation over land is more complex, 
with large regions showing opposite trends (Zhang et al. 
2018). It might take decades to obtain sufficiently long, 
reliable, water-vapor datasets to settle the role of the hy-
drological cycle in global warming.

It appears that discounting a role for the hydrological 
cycle in climate change, other than simply responding to 
temperature changes is a little premature.  Yet that is what 
the CO2 hypothesis of climate change does. By focusing 
exclusively on radiative changes due to GHGs and assign-
ing water vapor exclusively a feedback role according to 
the Clausius–Clapeyron relation, the hypothesis claims 
that CO2 is “the principal control knob governing Earth’s 
temperature”  (Lacis et al. 2010), and “the primary driver 
of Phanerozoic climate” (Royer et al. 2004). It is impor-
tant to distinguish between the GHE that explains plane-
tary temperatures on the basis of their GHGs composition, 
and the CO2 hypothesis that explains climate changes in 
terms of CO2 changes. There is plenty of evidence for the 
GHE, but only circumstantial evidence at best for the CO2 
hypothesis. The important non-condensing role of prevent-
ing water from freezing out of the atmosphere almost 
completely, resulting in a Snowball Earth (Lacis et al. 
2010) can probably be accomplished with CO2 levels as 
low as 40–80 ppm.

The CO2 hypothesis provides a simple answer to a 
complex question. Why does climate change? Mainly be-
cause atmospheric CO2 levels change. Since humans have 
changed CO2 levels, we are responsible for all global 
warming observed since the bottom of the LIA (Fig. 
9.12c). Since CO2 levels correlate with temperature 
changes in Antarctic ice-core records, the Milankovitch-
forced glacial cycle is “consistent with an important role 
for CO2 in driving global climate change over glacial cy-
cles”  (Shakun et al. 2012). That such a simplistic explana-
tion for such a complex issue as climate change has been 
able to convince so many scientists and become the domi-
nant hypothesis in the field is something likely to be stud-
ied by future science historians.  Meanwhile, to restore 
some sanity, let's remember that the CO2 hypothesis was 

beaten out of the Pleistocene by Milankovitch (Hays et al. 
1976), not supported by evidence during the Holocene 
(Liu et al. 2014), contradicted by the CO2 proxy record 
during the Cenozoic (Fig. 9.8), and inconsistent with cli-
matic records for most of the Phanerozoic (Fig. 9.4). All 
that is left is the coincidence of very low CO2 values dur-
ing the Karoo and Cenozoic Ice Ages, a very speculative 
solution to the Faint Sun Paradox, and the coincidence in 
CO2 increase and temperature increase in the 1975–2000 
period.  Very little to show for such grandiose claim. A 
more realistic CO2 hypothesis would be to consider it the 
pilot flame that keeps the thermostat alive during ice ages 
only to fire up the real thermostat, the hydrological cycle, 
once they are past. Without doubt, important increases in 
CO2 have a significant effect on temperatures. There is a 
solid theory and enough evidence for that. But the evi-
dence does not support an effect as large as models claim. 
In the words of the British statistician George Box: “Re-
member that all models are wrong; the practical question 
is how wrong do they have to be to not be useful” (Box & 
Draper 1987, pg. 74).

9.7 Climate change attribution
A scientifically relevant aspect of Modern Global Warm-
ing that becomes critical for policy implementation trying 
to deal with its negative consequences is the question of 
attribution. While science is firmly imbedded in uncer-
tainty, policymaking demands certainty. Curry & Webster 
(2011a) essay on climate uncertainty claimed that it is too 
big to be simplified,  as the IPCC does, or hidden as in the 
media portraits of global warming. Their claim was con-
tested by a group of IPCC authors (Hegerl et al.  2011, fol-
lowed by Curry & Webster 2011b reply). While many sci-
entists fear that uncertainty recognition will lead to inac-
tion and are furiously opposed to anyone raising the issue 
as a “merchant of doubt” (Oreskes & Conway 2010), 
Curry and Webster propose ideas for dealing with uncer-
tainty, and convincingly argue that trust is more important 
than certainty for public confidence (Curry & Webster 
2011).

The IPCC was established in 1988 by the WMO and 
UNEP to assess the available scientific, technical, and 
socio-economic information relevant for the understanding 
of the risk of “human-induced climate change” (Principles 
governing IPCC work). Through its invitations to experts, 
selection of authors, and monumental assessment reports, 
the IPCC exerts an enormous influence on climate science. 
Yet it is focused on human-induced climate change, which 
is the reason for its existence but only a part of the science 
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Fig. 9.14 Seasonal and interannual variability in atmospheric water vapor content
1988–2009 global monthly average in total precipitable water, the amount of water vapor in a 1 m2 atmospheric column measured in mm. 
Data from multi–method NASA Water Vapor Project NVAP–MEaSUREs. After Vonder Haar et al. (2012).



of climate. Before the IPCC was established some aspects 
of climate science were well accepted and considered to 
have low uncertainty. They were:

• The GHE, solidly grounded in basic science and 
well-understood conceptually and mathematically

• The human-caused increase in CO2, well con-
strained from a combination of the Suess effect,  the 
Revelle effect, and Keeling's measurements. There is 
absolutely no doubt that humans have produced more 
CO2 than necessary to explain the atmospheric increase, 
particularly since c. 1960

• The warming of the planet's surface since the Little 
Ice Age and, more relevant to a pronounced human ef-
fect, since 1976. The amount of warming was uncertain, 
but the warming itself was clear

The easy path for the IPCC was to define climate 
change in terms of radiative change, knowing well that 
humans were changing radiative forcing. Under this para-
digm attribution is just a question of linking detection of 
changes to radiative forcing using models built under the 
assumption that changes in temperature are linearly pro-
portional to changes in radiative forcing. The pre-
determined conclusion from the established assumptions is 
that all climate change is human-induced (Fig. 9.12), and 
the mission can be considered a success. Natural climate 
change has been abolished and we have entered a new era 
of human climate control, the Anthropocene. Confirmation 
is done through attribution studies, popularly referred to as 
fingerprinting.  In the Fifth Assessment Report the IPCC 
redefines attribution as “the process of evaluating the rela-
tive contributions of multiple causal factors to a change or 
event with an assignment of statistical confidence.”  Also, 
“a component of an observed change is attributed to a 
specific causal factor if the observations can be shown to 
be consistent with results from a process-based model that 
includes the causal factor in question, and inconsistent 
with an alternate, otherwise identical, model that excludes 
this factor.” (Bindoff et al. 2013, p 872–873).  In other 
words, non-validated models built on the same set of as-
sumptions are the final arbiters of attribution studies. Since 
changes in GHGs are known to cause temperature changes 
(from the GHE), then attributing temperature-dependent 
climatic changes to human-caused radiative changes be-
comes an exercise in circularity. But let's examine the cau-
sality issue in more detail, starting from the first principles 
generally accepted:

I. The greenhouse effect states that an increase in GHGs 
must cause an increase in temperature

II.  An increase in temperature causes an increase in water 
vapor in a positive feedback loop responsible for a 
large part of the final temperature increase

III. There is an important human-caused increase in CO2, 
particularly since 1960.  Land use changes since earlier 
times have contributed to radiative changes

IV. The planet surface has been warming for the past 350 
years since the LIA. The rate of warming has been 
highest between 1976–2000

How do we set out to attribute IV to III, versus hypo-
thetical cause B? An enthalpy increase carries no signature 
of its origin. We have little uncertainty that part of IV has 
been caused by III, due to I. But radiative forcing analysis 

produces the surprising result that nearly all warming 
since 1750 is due to III (Fig. 9.12c), casting doubts that it 
properly reflects all participating causes of climate change. 
The attribution analysis is therefore marred because:

• Evidence of warming or changes in temperature-
related phenomena only proves that warming has taken 
place, not its cause

• Evidence of CO2 increase and related phenomena 
only proves that humans have increased CO2 levels

• Evidence of an increased greenhouse effect only 
proves that warming has taken place, as in a watery 
planet warming increases the greenhouse effect.  That is 
where most of future warming is expected to come from

The supposed human fingerprints cannot unequivo-
cally tie the warming and increased greenhouse effect to 
the human-caused increase in CO2, and models cannot be 
declared judges in the matter since they are partial due to 
the assumptions that went into their coding.  The IPCC 
cannot demonstrate its proposition that “the best estimate 
of the human-induced contribution to warming is similar 
to the observed warming over this period” (IPCC 2014 
SPM). The claim is reduced to the statement that we don't 
know other causes that could explain the warming in 
physically plausible terms. A similar answer to Wegener's 
continental drift hypothesis that, despite being based on 
evidence,  could not provide a physically plausible mecha-
nism until plate tectonics was discovered forty years later.

From AR4 to AR5 the IPCC increased its level of 
confidence. In 2007, “Most of the observed increase in 
global average temperatures since the mid-20th century is 
very likely [>90%] due to the observed increase in an-
thropogenic GHG concentrations” (IPCC 2007 SPM). In 
2014, “The evidence for human influence on the climate 
system has grown since the IPCC Fourth Assessment Re-
port (AR4). It is extremely likely [>95%] that more than 
half of the observed increase in global average surface 
temperature from 1951 to 2010 was caused by the anthro-
pogenic increase in GHG concentrations and other an-
thropogenic forcings together” (IPCC 2014 SPM). In the 
2007–2014 period:

• Global average temperature did not increase, show-
ing a bigger divergence with model predictions

• Global CO2 emissions increased on average 2.8% 
every year from 30 to 36 Gt CO2/year, a 20% increase

• Model mean fast-feedback forcing was reduced by 
-0.4 W m!2 K!1 from CMIP3 to CMIP5, a 20% decrease

The IPCC has not explained how it was able to reduce 
uncertainty to ridiculously low values when the evidence 
was changing in the opposite direction to the hypothesis, 
and major revisions were done to models that reduced the 
predicted warming.

It is interesting that when the anthropogenic, solar and 
volcanic contributions over the past one thousand years 
are allowed free scaling to minimize the difference by 
mean squares between proxy-derived observation data and 
model output,  the volcanic contribution remains the same, 
while the anthropogenic contribution is reduced and the 
solar contribution is increased, in comparison to running 
the experiment constrained by IPCC-established CO2 and 
TSI radiative values (de Larminat 2016). In the free identi-
fication experiment, solar activity partly explains the 
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MWP and the LIA, and the total error is reduced. In the 
constrained identification,  a significant cross-correlation 
appears between solar activity and output error,  an indica-
tion of a causality not being correctly accounted for. A 
great deal of the science discussed in this book indicates 
that the climatic effect of solar variability has been signifi-
cantly underestimated, out of ignorance and neglect, lead-
ing to an overestimation of the role of CO2 and to the in-
correct CO2 hypothesis.

9.8 Conclusions
9a. The greenhouse effect explains a planet's surface tem-

perature in terms of solar irradiance and atmospheric 
greenhouse gas content. The CO2 hypothesis proposes 
that CO2 is Earth's main temperature control knob and 
changes in CO2 levels are responsible for most of the 
past climate history.

9b.  The Faint Sun Paradox cannot be considered solved. It 
probably requires an ancient atmosphere with more 
GHGs and less albedo, but other important factors 
cannot be ruled out.

9c. Climate for the past 540 million years (Phanerozoic) 
has been a succession of warm periods and cool peri-
ods. CO2 levels have followed a generally decreasing 
trend from above 2000 ppm to below 500 ppm, with 
very low values only occurring during the two longest 
ice ages. There is no general agreement between 
Phanerozoic CO2 levels and climate.

9d.  Temperature evolution for the past 65 million years 
shows an almost complete lack of correlation to 
changes in CO2 levels. CO2 decreased between 34–20 
Ma, while temperature decreased between 50–34 Ma 
and 15–1 Ma, and increased between 34–15 Ma. Tem-
perature during the Cenozoic cannot have been under 
CO2 control.

9e. Marine biological diversity shows a periodical vari-
ability that is congruent with climate reconstructions, 
providing independent support for a cyclical climate 
over Earth's past 540 million years.

9f. Earth's climate system is extraordinarily complex. The 
IPCC has assumed that only factors known to affect 
the radiative balance matter and concluded that the 
anthropogenic contribution is likely to have been the 
only relevant climatic factor during Modern Global 
Warming.

9g. A large uncertainty about climate fast feedbacks pre-
vents determination of the climatic effect from CO2 
changes, and confounds the attribution of observed 
temperature changes.
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10
MERIDIONAL TRANSPORT, A SOLAR-MODULATED 

FUNDAMENTAL CLIMATE PROPERTY

“It is not easy to convey, unless one has experienced it, the dramatic feeling of sudden enlightenment that floods the 
mind when the right idea finally clicks into place. One immediately sees how many previously puzzling facts are neatly 

explained by the new hypothesis. One could kick oneself for not having the idea earlier, it now seems so obvious. Yet before, 
everything was in a fog.”

Francis Crick (1988)

10.1 Introduction
The energy flux at the top of the atmosphere (ToA) de-
pends upon the irregular distribution of the incoming 
shortwave solar radiation over a rotating planet with its 
axis tilted with respect to the ecliptic. The amount of in-
coming radiation that is reflected by the planet is also ir-
regularly distributed spatially, as planetary albedo is 
minimal at the tropical bands,  increases with latitude, and 
varies with the seasons, being highest in winter outside the 
tropics. The result is that the net absorbed solar radiation 
at the ToA falls rapidly with latitude and the decrease is 
more marked in winter than in summer. The Earth also 
emits radiation at the ToA. This outgoing longwave radia-
tion (OLR) depends on surface temperature and atmos-
pheric greenhouse effect and is also irregularly distributed. 
But it varies less with latitude and seasons than the ab-
sorbed solar radiation mainly because, on the absolute 
scale, surface temperature differences are small. As a re-
sult the net radiation flux at the ToA is positive (energy 
gain) on an annual average from the equator to c. 35°, and 
negative from c.  35° to the poles. However, in winter the 
net flux becomes negative c.  15°N and 10°S (Hartmann 
2016).

To maintain a net negative flux over time at mid-high 
latitudes without a continuous fall in surface temperature, 
a meridional transport (MT) of energy from the equator 
towards the poles is implied. This MT of energy is carried 
out by the atmosphere and the ocean along a latitudinal 
temperature gradient (LTG), and results in a redistribution 
of mass, moisture, aerosols and chemicals. The total MT is 
usually calculated from the measured net radiative flux at 
the ToA. Direct measurement of heat MT by the atmos-
phere and ocean is hampered by sparse observations and 
big uncertainties. An indirect estimation method is often 
used based on the assumption that energy storage in the 
ocean is near-constant,  and thus the energy flux across the 
sea surface, easier to measure, properly reflects the MT 
partition between both. With the indirect method the at-
mospheric and oceanic MT are not independently meas-
ured, and the hypothesis that changes in one are fully 
compensated by changes in the other, known as the 
Bjerknes compensation, is also assumed.

A postulate of the global energy balance is that hori-
zontal transport integrated over the globe is zero because 
energy can only be removed from the Earth at the ToA. 

The annual global average net radiation is considered very 
close to zero, and any global mean net radiative imbalance 
will lead to either heating or cooling of the Earth (Hart-
mann 2016). While it is clear that the integral of the global 
horizontal energy transport must be zero, the assumption 
that horizontal transport,  and more properly MT, does not 
affect the net radiation flux at the ToA is the most funda-
mental mistake of modern climatology.

The distribution of greenhouse gases (GHGs) over the 
planet is very irregular and, latitudinally averaged, the 
tropics are GHG-rich due to high humidity while the poles 
are GHG-poor for the opposite reason. Since a change in 
GHG content affects the radiative flux balance at the ToA, 
transporting more energy from a GHG-rich region to a 
GHG-poor region increases the amount of energy lost at 
the ToA, as the effect is similar to reducing the GHG con-
tent. The modulation of the energy flux of the planet by 
the strength of poleward energy transport makes the cli-
mate very sensitive to changes in MT. Energy transport by 
the atmosphere and ocean are not properly measured and 
significant errors and uncertainty prevent adequate knowl-
edge of its variability (Wunsch 2005). This uncertainty 
obscures existing evidence of the modulation of MT by 
solar activity.  Willful ignorance of this important contribu-
tion prevents us from understanding the climate and its 
changes.

10.2 Planetary transport of energy by 
the atmosphere
The depth of the troposphere (c. 10 km) is just 1/600 of the 
Earth's radius, but this thin film of gas has the crucial role 
of always maintaining a land surface temperature com-
patible with complex life, something it has done for at 
least the past 540 Myr. To fulfill this role the atmosphere 
must accomplish two tasks. The first is to compensate for 
the daily changes in insolation due to Earth's rotation by 
reducing the incoming solar radiation on the bright side 
through albedo, and by reducing the outgoing longwave 
radiation on the dark side through the greenhouse gas ef-
fect. Without this role, the land surface temperature of the 
Earth would quickly reach values incompatible with com-
plex life. The second task is to compensate for the latitu-
dinal decrease in solar radiation due to the angle of inci-
dence, and the seasonal changes in insolation due to the 
axial tilt of the planet. The atmosphere accomplishes this 
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task by transporting energy from the tropics,  which receive 
the highest insolation, towards the poles that receive the 
lowest insolation. The ocean participates in the MT of 
energy, but outside the tropics the bulk of the transport is 
done by the atmosphere.

The dominant CO2 climate hypothesis remains fo-
cused on the first task, giving extreme importance to small 
changes in GHG forcing and attributing the observed 
changes almost exclusively to them through not very well 
constrained feedbacks. However, the second task, also 
crucial for the planetary energy budget, has received much 
less attention due to the difficulties of measuring and 
modeling hemispheric and inter-hemispheric MT. It is 
generally assumed that moving energy around within the 
climate system does not affect the long-term radiative 
budget, but that assumption is not warranted.

MT takes place because there is a LTG resulting from 
the latitudinal insolation gradient. The axial tilt introduces 
an asymmetry, leaving the winter pole in constant dark-
ness. As a result, the LTG becomes steeper towards the 
winter pole and MT is stronger in that direction.  More 
energy is transported in winter than in summer through 
each hemisphere. The LTG is a defining feature of the 
planet's climate.  For the past 540 Myr the planet has gone 
through hot periods (hothouse climate),  temperate periods 
(greenhouse climate) and cold periods (icehouse climate). 
Through all of them the temperature and width of the 
equatorial wet and the subtropical arid belts have not 
changed significantly,  because the open deep-ocean sea 
surface temperature cannot go much higher than 30 °C due 
to deep convection (Sud et al. 1999), and because their 
width is controlled by the Hadley Cell circulation (Scotese 
et al. 2021). So, the changing climate of the Earth has been 
characterized by the changing width of the Warm Temper-
ate, Cool Temperate and Polar Belts (light green, brown, 

and light blue areas in Fig. 10.1a). From fossil and geo-
chemical evidence, Scotese et al. (2021) have recon-
structed the climatic zones of the planet at 5 Myr intervals. 
The Equator-to-Pole LTG of the different epochs describes 
the different climates (Fig. 10.1b). At present (21st cen-
tury), the Earth is in a severe icehouse climate; it has an 
average temperature of 14.4 °C and the LTG is very steep. 
The temperature falls by 0.6–1 °C/°latitude from the equa-
tor to the winter pole. Such icehouse conditions have been 
relatively rare during the past 540 Myr (less than 10% of 
the time). During the early Eocene the average tempera-
ture is estimated at 23.8 °C and the LTG was very shallow, 
at 0.25–0.45 °C/°latitude, with temperatures at the North 
Pole above freezing all year round, as attested by the pres-
ence of frost-intolerant biota.  These hothouse conditions 
have been even rarer. Over 80% of the Phanerozoic Eon 
the Earth had an average temperature of 17–20 °C 
(Scotese et al. 2021).

Past hothouse climates of the Earth cannot be ex-
plained with our current climate theory. It has been de-
fined as the “equable climate problem” (Huber & Cabal-
lero 2011). In order to reproduce the early Eocene warm 
continental interior temperatures and above freezing 
winter high latitudes, models have to raise CO2 levels to 
4700 ppm and tropical temperatures to 35 °C. However, 
the best CO2 estimates for the early Eocene climatic opti-
mum (Beerling & Royer 2011; Steinthorsdottir et al. 2019) 
place CO2 levels at 500–1000 ppm, and it is unclear that a 
tropical temperature above 30 °C is possible. The surviv-
ability wet-bulb temperature limit for mammals is 35 °C, 
at which point they become unable to lose heat (Sherwood 
& Huber 2010).  The highest wet-bulb temperature on 
Earth today is 30 °C, and there is no reason to think that it 
has been higher at any time in the past at places where 
mammal fossils are found.
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Fig. 10.1 The Earth's climate is defined by its latitudinal temperature gradient
a) Climatic belts of the early Eocene hothouse (top) deduced from fossil and geochemical evidence by Scotese et al. 2021, and the pre-
sent severe icehouse (bottom). Equatorial wet (dark green), subtropical arid (yellow), warm temperate (light green), cool temperate 
(brown) and polar (light blue) belts. Temperature is the estimated global mean average. b) Latitudinal temperature gradient inferred for 
the early Eocene (red) and the present (blue) versus measured (black, fine line). After Scotese et al. 2021.



Conceptually, we believe that to have warm poles 
more heat must be transported there, to compensate for the 
insolation deficit. Heat MT is a very important part of the 
planetary energy budget, and it is generally believed that 
without it the poles would be much colder. But MT  de-
pends on the LTG since much of the poleward transport in 
the present climate is carried by atmospheric eddies result-
ing from baroclinic instability. Somewhat counterintui-
tively the warm poles of the early Eocene and their much 
shallower LTG imply a very reduced MT, in what has been 
termed the “low gradient paradox”  (Huber & Caballero 
2011). The climate of the early Eocene was warmer and 
equable (reduced LTG and seasonality) despite (or because 
of) a lower heat transport to the poles. It is no wonder that 
climate models have such a problem reproducing it.

In essence, we go back to the two tasks the atmos-
phere must perform to maintain land surface life-
compatible conditions, reduce the day-night contrast 
(GHGs role) and reduce the winter-summer contrast at 
high latitudes (MT role). The ruling CO2 hypothesis has 
focused mainly on the first one, assuming that the average 
net radiation flux at the ToA depends critically on non-
condensing GHG levels and assuming that MT does not 
affect the flux significantly. It is clear that we need a better 
understanding of meridional heat transport.

In terms of temperature and MT the planet is highly 
asymmetric (Fig. 10.1b,  blue curve). According to reanaly-
sis,  the NH is 1.2 °C warmer than the SH (Kang et al. 
2015), but the seasonal variation is much higher for the 
NH (+11.7 °C) than the SH (+5.1 °C). The NH in winter is 

2.2 °C colder than the SH in winter, notwithstanding Ant-
arctica being so cold. The boreal winter is not only the 
coldest period for the NH, but also for the planet (Jones et 
al. 1999; Fig. 10.2), despite the Earth receiving 6.9% more 
insolation in January than in July.  Planetary albedo is 
higher during the austral summer due to oceanic clouds 
and Antarctic albedo, so more shortwave radiation is re-
flected at perihelion compensating in part for the higher 
incoming shortwave radiation. The planet surface cools 
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Fig. 10.2 Yearly temperature and radiation change
The global surface average temperature of the planet (thick line) changes by 3.8 °C over the course of a year, mostly because the NH 
(thin line) varies by 12 °C. The planet is coldest during the month of January, despite receiving 6.9% more total solar irradiance (TSI, 
dotted yellow line) in early January when the Earth is in perihelion. The planet has two peaks of energy loss (TOR, Total Outgoing Radia-
tion, outgoing longwave and reflected shortwave, dotted red line) when each hemisphere cools, with the highest during the cooling of the 
NH. Between November and January the planet emits more energy (TOR) than at any other time. SH, dashed line. NH winter, light grey 
area. 1961–1990 temperature data from Jones et al. 1999. Radiation data from Carlson et al. 2019.

Fig. 10.3 Asymmetry in meridional profiles
Annual mean, thick line; DJF mean, thin line; JJA mean, dashed 
line. a) The zonal-mean cloud cover (in %). b) The east-west 
standard deviations of the time-mean geopotential height in gpm 
(1 gpm 1 1 m). c) The zonal- and vertical-mean northward flux of 
sensible heat by stationary eddies in units of °C m/s. d) The diver-
gence of the vertically integrated atmospheric transport of energy 
in W/m2. After Peixoto & Oort 1992.



down during the boreal fall by 3.8 °C between July and 
January every year (Fig. 10.2). During the entire year the 
planet is in a profound energy imbalance, gaining energy 
between October and May (its cold period), and losing it 
between May and October (its warm period). It is believed 
that the hemispheric difference in temperature is due 
mainly to the larger land fraction in the NH that warms 
and cools more than the ocean surface. Some of the conse-
quences are the preferential location of the Intertropical 
Convergence Zone (the climatic equator) in the NH and a 
net inter-hemispheric heat transport from the SH to the 
NH. Hemispheric transport asymmetry results also from 
the reduction in MT to the South Polar Cap, hindered by 
the Antarctic Circumpolar Current and the Southern Annu-
lar Mode, that climatically isolate Antarctica.  The result 
from these asymmetries is that despite the South Pole be-
ing much colder,  more energy is transported to the North 
Pole (Fig. 10.3 & 10.4; Peixoto & Oort 1992).

Peixoto and Oort (1992) show a synthesis of the polar 
energy flows in a diagram (Fig. 10.4). Considering the 70–
90° region, there is very little incoming short-wave radia-

tion during the winter, and the net flux at the ToA is domi-
nated by the loss of long-wave radiation that depends on 
atmospheric temperature. The loss is smaller in the South 
polar cap because the atmosphere is colder. Over the year, 
the North polar cap loses about 10 W/m2 more heat than 
the SPC due to its warmer atmosphere.

The atmosphere provides more heat to the North polar 
region in winter (120 W/m2 across 70°N) than in summer 
(80 W/m2 across 70°N). Most of the transport is carried 
out by transient eddies and the mean meridional circula-
tion,  but the winter-summer difference is mostly due to 
stationary eddies that in winter are responsible for most of 
the increase (Fig. 10.3c). Stationary eddies are character-
ized by persistent zonal asymmetries in atmospheric vari-
ables that average to zero along a latitude band. They arise 
from zonal surface asymmetries (land/sea contrasts and 
orography) that are more pronounced in the NH. Station-
ary eddies can shape winter storm tracks and control 
where they terminate (Kaspi & Schneider 2013).

The energy flux between the atmosphere and the sur-
face in the Arctic is characterized by a large upward trans-
port of energy from the surface during the winter (c. 50 W/
m2) due to the absence of solar radiation. The equilibrium 
temperature of sea water in contact with ice is practically 
constant regardless of the atmospheric temperature and sea 
ice thickness. Water temperature below the ice can reach –
1.9 °C, while the atmosphere can be –30 to –60 °C. Sea 
ice is a very good insulator (K 1 2.2 W/m K), but when the 
ice is thin there is some loss. For example, for an ice layer 
2 m thick and a temperature difference of 30 °C the 
amount of heat transferred is on the order of 30 W/m2 
(Peixoto & Oort 1992). For exposed waters the loss is 
much higher and can amount to 250 W/m2 of sensible heat 
and 60 W/m2 of latent heat transferred to the atmosphere.

For the North polar cap the heat arriving in summer to 
the polar atmosphere from lower latitudes is largely bal-
anced by the heat flowing to the surface (snow/ice melting 
and ocean warming).  In winter the radiative loss at ToA is 
very large. Two thirds of it carried by the atmosphere from 
lower latitudes, and one third through the surface, about 
equally from lowering the ocean temperature and freezing 
the surface water. For the South polar cap the surface ex-
change is very small, as it is 78% land, most of it perma-
nently frozen.

10.3 Arctic winter heat transport by the 
atmosphere
Dry static (sensible + geopotential) heat is brought into the 
winter Arctic by both the middle (20–100 km height) and 
lower atmosphere,  while latent heat (moisture) is trans-
ported almost exclusively by the lower atmosphere. In an 
undisturbed atmosphere air would rise in the summer 
hemisphere, cooling adiabatically,  and would descend in 
the winter hemisphere, warming, and in the process trans-
porting dry static heat. This is what is observed in the up-
per layers of the atmosphere, down to the mesosphere, 
where this interhemispheric transport takes place.  How-
ever, the low mass of the upper atmosphere (0.1%) makes 
this transport irrelevant for the energy flow at the winter 
pole.

There are three branches of mass circulation at 60°N 
in the lower atmosphere (0–20 km height): the strato-
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Fig. 10.4. Observed polar heat budgets during typical annual, 
summer, and winter mean conditions for the two polar caps
While the annual-mean budget is similar, in winter the radiative 
loss at the NPC top of the atmosphere is very large, one third 
from cooling and freezing the ocean, and two thirds transported 
by the atmosphere. Values in W/m2. The numbers in parentheses 
are indirect estimates. FTA net energy flux at top of atmosphere. 
FBA downward flux of energy at bottom of atmosphere. FWALL 
flux across 70° latitudinal wall. SO rate of storage of sensible heat 
in the oceans. SLHI rate of storage of latent heat in the form of 
snow and ice. After Peixoto & Oort 1992.



spheric poleward warm air branch, the poleward warm air 
branch in the upper troposphere, and the equatorward cold 
air branch in the lower troposphere (Fig. 10.5; Yu & Ren 
2019). They are driven by both diabatic heating/cooling 
and eddy-induced forcing. Positive surface pressure 
anomalies in the Arctic occur when both the cold and 
warm mass circulation branches strengthen, leading to a 
transport of warm air mass into the polar region in the 
upper troposphere, and cold air into the mid-latitudes near 
the surface.

First let us consider the poleward winter stratospheric 
transport.  The stratosphere contains 15% of the atmos-
pheric mass and the other 85% is in the troposphere. Air 
enters the stratosphere through the tropical pipe (Fig. 10.5) 
and goes through a cold region above the tropical tropo-
pause where it loses most of its water vapor. Stratospheric 
meridional transport has been termed the Brewer–Dobson 
circulation (BDC). In the lower stratosphere, the shallow 
branch of the BDC has a poleward direction, although it is 
stronger towards the winter pole.  In the middle and high 
latitudes the BDC air descends through the tropopause 
toward the surface. In the upper stratosphere the deep 
branch of the BDC is inter-hemispheric and moves toward 
the winter pole (Fig. 10.5). The BDC takes place through a 
meridional thermal wind balance established by the LTG, 
and is powered by planetary and synoptic waves that re-
lease energy and momentum when they dissipate. Atmos-

pheric waves are periodic changes in atmospheric proper-
ties (pressure,  temperature, geopotential height or wind 
speed) that originate from a variety of dynamic distur-
bances to those properties (convection, temperature con-
trasts, flows over mountain ranges) in the troposphere and 
propagate horizontally, vertically or remain stationary. 
They receive different names depending on their cause,  
direction of movement, temporal,  and spatial scale. At the 
time they form, atmospheric waves acquire momentum 
from the troposphere or the ocean-solid Earth, and when 
they dissipate (break) they deposit their momentum and 
energy to the medium.

During summer, the permanent insolation over the 
North Pole creates an anticyclone (high pressure center 
with clockwise rotating winds). The summer easterly 
winds do not allow the vertical propagation of planetary 
waves. In autumn, the faster cooling of the Arctic atmos-
phere replaces the anticyclone for a pole-centered cyclone 
(low pressure center) surrounded by westerly winds 
known as the polar vortex (PV). The Charney–Drazin cri-
terion recognized that wave propagation is strongly con-
trolled by zonal winds, and upward wave propagation is 
only possible when they are westerly and weaker than a 
critical wind speed, inversely proportional to zonal wave 
number (amplitude classification).  During winter, westerly 
winds are so strong that only the longest waves (numbers 
1 and 2) can propagate upwards to the stratosphere.  Plane-
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Fig 10.5 Schematic of atmospheric circulation at the December solstice in a two-dimensional lower and middle atmospheric view
Background colors indicate relative temperatures at 10 K steps, with red being warmer and dark blue being cooler. Vertical scale is loga-
rithmic, and the SH latitudinal scale is compressed. Westerly winds represented by thin lines; easterly winds by thin dashed lines. The 
tropopause (thick orange line) separates the troposphere and stratosphere, and the stratopause (thick steel blue line) the stratosphere and 
the mesosphere. Thick dotted lines separate the tropical pipe (ascent zone), the surf-zone (wave-breaking zone), and the polar vortex. 
Planetary waves (undulating lines) generate at areas of contrast (concentric lines at surface) and can pass through the stratosphere, be 
deflected and break at the stratosphere or be refracted back to the troposphere. The quasi-biennial oscillation (QBO) is shown with its 
easterly and westerly components close to the Equator. The intertropical convergence zone (ITCZ) is shown as a tall stormy cloud. The 
Hadley circulation is displayed in dark brown (only shown in the NH). Other atmospheric circulation is represented by yellow arrows 
except the lower tropospheric equatorward circulation in turquoise. The stratospheric circulation is termed Brewer–Dobson circulation. 
Its deep branch (upper stratospheric) and mesospheric circulation are interhemispheric from the summer to the winter pole. Tropospheric 
circulation is carried out mainly by eddies, and the rest by the mean residual circulation. At the December solstice, regions North of 72° 
are in polar night.



tary waves carry momentum and energy that can be re-
leased in the stratosphere when they dissipate (or break); 
alternatively, the wave can be reflected back to the tropo-
sphere. The area of the stratosphere where the waves re-
lease their momentum and energy is known as the “surf-
zone” (McIntyre & Palmer 1984). The effect on the zonal 
mean circulation is a deceleration of westerly winds dis-
rupting the thermal structure. As the LTG cannot be main-
tained under weaker westerly winds, air is forced down 
inside the PV, warming adiabatically, and up outside the 
PV, cooling. The Arctic atmosphere can warm by 30 °C in 
the lower stratosphere and up to 100 °C in the upper 
stratosphere. Afterwards, as the Arctic atmosphere is under 
strong radiative cooling during the winter, the stratosphere 
cools and the westerlies regain speed.

As the wave-transmitting properties of the atmosphere 
change, there is strong variability in the wintertime strato-
sphere (Fig. 10.6). In extreme cases, when wave propaga-
tion is particularly strong, the LTG in the stratosphere in-
verts between the pole and mid–latitudes due to very 
strong warming of the polar atmosphere, to the point of 
reversing the winds direction to easterly. These events are 
known as sudden stratospheric warming (SSW). During 
them the PV relocates outside of the pole and can even 
break into two smaller vortices. SSWs not only impact 
tropospheric weather for up to three months but also influ-
ence oceanic variability through wind stress and heat flux 
anomalies and display a robust link to negative North At-
lantic Oscillation (NAO) state.

When wave propagation weakens, the opposite hap-
pens and temperature at 30 km above the Arctic can be-
come as low as –80 °C. At that temperature, frozen water 
vapor and nitrous acid can form polar stratospheric clouds.

In the troposphere the Hadley circulation is very inef-
ficient in transporting heat poleward, as its upper branch 
poleward transport of sensible heat is almost matched by 
its lower branch equatorward transport of latent heat. 
That's why most of the heat transported poleward between 
30°S–30°N is transported by the ocean. At the equatorial 
sea surface, heat MT is even more inefficient. Trade winds 
from the lower branch of the Hadley cell are equatorward 
and then turn West (easterlies) due to Earth's rotation, so 
warm surface water is moved westward instead of pole-
ward by the wind-driven circulation. When it reaches the 
Pacific basin western margin it turns poleward in the Ku-
roshio and East Australia currents.  In the Atlantic Ocean 
western margin, it turns poleward in the Gulf Stream and 
Brazil current,  and in the Indian Ocean in the Agulhas and 
Mozambique currents. As the Pacific Ocean is very big, a 
large amount of warm water accumulates in the Indo–Pa-
cific Warm Pool (IPWP) producing a very slanted thermo-
cline. El Niño/Southern Oscillation (ENSO) acts as a heat 
pump linked to MT. The accumulated heat prior to the 
onset of El Niño comes from surface heating that exceeds 
poleward MT. El Niño increases poleward MT  by the 
ocean and atmosphere while decreasing surface equator-
ward heat flux (Sun 2000). During La Niña the poleward 
transport is reduced and heat starts to accumulate again in 
the equatorial upper ocean.

Northward of c. 30°N, the atmosphere takes over as 
the main MT agent. Unlike the Hadley and Polar cells that 
are thermally driven, the Ferrer cell is mechanically 
driven,  connecting the Hadley and Polar cells, with the 
ascending branch in a colder region than the descending 
branch, which results in a weak highly variable zone of 
mixing where westerlies are stronger when the pressure at 
the pole is lower. During the NH winter, heat is trans-
ported to the Arctic mainly by stationary eddies (planetary 
waves) and transient eddies (cyclones). Cyclones preferen-
tially generate, propagate and dissipate in storm tracks and 
tend to form where surface temperature gradients are large 
(Shaw et al.  2016). The jet stream influences their speed 
and direction of travel.  The winter eddy heat flux reveals 
the preferred storm track areas (Fig. 10.7; Hartmann 
2016).

A large part of the heat and moisture transported into 
the Arctic winter is attributable to a few extreme events 
per season associated with individual weather systems. 
Papritz and Dunn–Sigouin (2020) showed that the 
planetary-scale moisture transport is closely linked to 
large-scale atmospheric blocking situations that deflect 
cyclone tracks poleward. Figure 10.8 shows one of these 
extreme events that took place in the last days of 1999 and 
first days of 2000, a case studied by Woods and Caballero 
(2016).

Three main pathways have been identified for the 
moist static energy transport into the Arctic, the North At-
lantic (300–60°E), North Pacific (150–230°E), and Sibe-
rian (60–130°E) pathways (Mewes & Jacobi 2019; Woods 
et al. 2013). For the overall winter MT, the pathways over 
both ocean basins are more important, and the North At-
lantic pathway is the main one (Woods et al. 2013; Alek-
seev et al. 2019). The entry gateways for MT  into the Arc-
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Fig. 10.6 Changes in the polar vortex due to wave propaga-
tion during the 2015 El Niño
Top, zonal-mean zonal wind speed at 60°N and 10 hPa (blue fine 
line). The polar vortex is formed by westerly winds. After strong 
wave pounding, a final SSW caused the earliest vortex termina-
tion on record. Bottom, corresponding 60–90°N 10 hPa tempera-
ture (blue fine line), showing the sudden warming of 30 °C. 
Thick line, 1979–2014 mean; grey area, 1979–2014 maximum-
minimum. Data from NASA Goddard Space Flight Center. 
https://ozonewatch.gsfc.nasa.gov/meteorology/figures/merra/



tic arise because large-scale blocking conditions develop 
to the east of each basin, deflecting midlatitude cyclones 
poleward (Woods et al. 2013). According to Nakamura and 
Huang (2018) blocking develops like a traffic jam when 
the jet stream capacity for the flux of wave activity (a 
measure of meandering) is exceeded. The atmospheric 
modes of variability that favor blocking over the Pacific 
are different from the Atlantic (Gollan & Greatbatch 
2017). Over the Atlantic, winter blocking strongly anti-
correlates with the North Atlantic Oscillation (Wazneh et 

al. 2021).
On annual average, the Arctic region North of 70°N 

loses radiative energy to space, acting as the main heat 
sink for the planet (i.e. most negative energy gain/loss 
ratio at ToA; see Fig. 10.4),  but most of the energy loss is 
concentrated in the cold season (Nov–Apr; Fig. 10.9), 
when the Arctic energy budget is more negative.  In sum-
mer the heat transported to the Arctic is mostly stored, by 
warming the ocean and melting ice and snow, until the 
arrival of the cold season when it is returned to the atmos-

10 Meridional Transport, a Solar-Modulated Fundamental Climate Property         163

Fig. 10.7 January 
northward heat flux 
by eddies
During boreal winter 
the NH subtropical 
jet has two maxima 
downstream of the 
Himalaya and Rocky 
Mountains over the 
Pacific and Atlantic 
oceans, respectively. 
These wind speed 
maxima result in 
vigorous mid–latitude 
cyclones following 
storm tracks that 
define the main 
gateways into the 
Arctic. Contour is 5 
K m/s. Blue shading 
in the SH indicates 
southward flux. After 
Hartmann 2016.

Fig. 10.8 Intense intrusion event of moist 
warm air into the Arctic in winter
a) Daily mean temperature North of 80°N 
for Nov 1999–Mar 2000 (black line) from 
ERA40 reanalysis, and the 1958–2002 
average (red line). A rectangle marks the 
event. Data from the Danish Meteorologi-
cal Institute (2021). b–d) Surface air tem-
perature anomaly in the Arctic at different 
times during the intrusion event. After 
Woods & Caballero 2016.



phere, by the reverse processes. The stored summer heat is 
lost together with the heat transported by the atmosphere 
from lower latitudes by radiative cooling during the cold 
season. Arctic precipitable water is c. 1.5 cm in summer, 
but in winter it drops to c. 0.2 cm (Wang & Key 2005), the 
lowest value outside Antarctica. As a result, cloud cover 
becomes lower in winter (Fig. 10.3a; Wang & Key 2005), 
increasing the energy loss. With a reduced cloud cover, 
almost no water vapor, and no albedo effect, the Arctic in 
winter has essentially no positive feedback to the green-
house effect from CO2.

Arctic amplification,  the enhanced warming of the 
Arctic compared to lower latitudes, is the consequence of 
an increase in MT, as the Arctic has a negative annual en-
ergy budget. Looking at the seasonal surface temperature 
change North of 80°N it is clear that Arctic amplification 
is a seasonal phenomenon,  since summer temperatures are 
not increasing (Fig. 10.10). Any increase in summer net 
heat MT to the Arctic goes into melting ice and snow, a 
form of energy storage until the cold season, and increased 
OLR at the ToA. Winter surface temperature shows a very 
pronounced increase since c. 2000 (Fig. 10.10). It is clear 
that MT  to the Arctic has increased since then. Winter heat 
and moisture transport into the Arctic alters temperature, 
humidity, and cloud cover, as well as the radiative proper-

ties. Arctic import of heat and moisture during winter 
leads to cloud formation, which shifts the strongest radia-
tive cooling from the surface to cloud tops, which are fre-
quently warmer in winter due to temperature inversions. In 
the marginal sea ice zone, winter heat intrusions cause a 
temporary retreat of the ice margin, leading to enhanced 
heat loss by the ocean until the ice forms again (Woods & 
Caballero 2016).  The advected heat that is not exported 
back to lower latitudes is distributed between increased 
OLR and increased downward longwave radiation. The 
enhanced downward radiation increases surface tempera-
ture,  but due to the low thermal conductivity of ice,  and 
since the ocean is always warmer than the atmosphere 
during winter,  temperature inversions commonly result, 
often accompanied by humidity inversions, and the radia-
tive cooling continues from the top of the inversion or the 
top of the clouds until the water vapor freezes and precipi-
tates, restoring the original very cold condition (Fig. 
10.8a).

Heat is more efficiently transported in winter to the 
Arctic at times when high pressure conditions prevail over 
the pole leading to a weak or split vortex. The warm air 
enters the central Arctic ascending over the cold air by 
isentropic lifting, pushing the cold air below outwards. 
Cold Arctic air masses then move over the mid–latitude 
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Fig. 10.9 The Arctic in winter 
is the biggest heat sink of the 
planet
In January there is no surface 
shortwave radiation (black line) 
North of 70°N, but the surface 
still emits longwave radiation 
(dashed line). As a result, the 
net surface radiative flux (dark 
grey line) is negative. Although 
the poleward heat transported in 
winter (dotted line, right scale) 
warms the surface and atmos-
phere, it also results in a much 
bigger loss of energy at the top 
of the atmosphere (light grey 
line). Radiation curves after 
Randall 2015, winter seasonal 
transport after Liang et al. 2018.

Fig. 10.10 Arctic seasonal tempera-
ture anomaly
Black curve, summer (June–August) 
mean temperature anomaly calculated 
from the operational atmosphere model 
at the European Center for Medium-
range Weather Forecast (ECMWF) for 
the +80°N region. Red curve, the corre-
sponding winter (December–February) 
mean temperature anomaly for the same 
region. Reference climate is ECMWF–
ERA40 reanalysis model for 1958–
2002. Data from the Danish Meteoro-
logical Institute.



continents producing anomalously cold temperatures and 
snow in a pattern known as warm Arctic/cold continents 
(WACC, Overland et al. 2011). Since Arctic amplification 
started, the frequency of mid-latitude cold winters has 
increased, something that models cannot explain (Cohen et 
al. 2020), but something similar took place between 1920–
40 (Chen et al. 2018). Arctic amplification has turned out 
to be mainly a cold season phenomenon that started for 
reasons unknown to most climate scientists and models c. 
2000. Arctic amplification is dependent on changes in MT.

10.4 El Niño/Southern Oscillation as 
part of the meridional transport 
system, modulated by the sun
ENSO has been explained either as a self-sustained and 
naturally oscillatory mode of the coupled ocean-
atmosphere system or a stable mode where events are trig-
gered by stochastic forcing (Wang et al.  2016). This indi-
cates that ENSO is very misunderstood, as it constitutes a 
natural heat pump (Sun 2000), part of the global MT sys-

tem, modulated by external forcing. It is the coupled 
ocean-atmosphere system answer to a MT problem. Most 
solar energy enters the climate system in the tropical band, 
yet MT is very inefficient near the equator. The dry static 
heat transported poleward by the upper branch of the Had-
ley circulation is almost matched by the latent heat trans-
ported equatorward by its lower branch. On top of that, 
predominant surface winds at the Hadley cells are equa-
torward and then turn West at the equator. So, the wind-
driven circulation does not direct heat poleward from the 
equator,  instead it sloshes heat against the western margin 
of ocean basins, where western boundary currents direct 
the heat poleward and transfer large amounts of heat to the 
atmosphere (Yu & Weller 2007). ENSO is Earth's response 
to the reduced atmospheric poleward transport in the trop-
ics. El Niño takes care of transporting the residual heat 
accumulated at the ocean surface and subsurface in the 
IPWP out of the tropics.

ENSO has three main modes, El Niño, La Niña, and 
Neutral, but, erroneously,  only two of them are generally 
considered significant.  However, a simple frequency 
analysis of the three of them separately reveals that the 
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Fig. 10.11 ENSO modes and solar activity
a) Frequency of Niña years (blue thick line) and Neutral years (light brown thick line) in a 5-year centered moving average (gaussian 
filtered) between 1962–2018 showing almost perfect anti–correlation for the entire period. Small boxes are the ENSO mode classification 
after Domeisen et al. 2019, with dark red boxes for Niño years, and same color as curves for Niña and Neutral years. Asterisks mark 
strong Niño and Niña events with %1 °C anomaly in Oceanic Niño Index. Fine grey line is the number of yearly sunspots. b) Power spec-
trum of the 1900–2008 Niño-3.4 SST anomaly time series after Deser et al. 2010. An arrow marks the 11-year frequency peak that might 
correspond to the solar cycle effect. c) Dec–Feb average warm water volume anomaly above the 20 °C isotherm between 5°N–5°S, 
120°E–80°W. Data from TAO Project Office of NOAA/PMEL.



opposite of La Niña is not El Niño, as is universally as-
sumed, but Neutral.  Los Niños typically take place every 
2–3 years (range 1–4 years), so there are always 1–3 Niños 
in a 5-year period. Las Niñas and Neutral years are more 
variable, as there can be 0–4 of each in a 5-year period. 
Importantly,  Los Niños (not shown in Fig. 10.11a) do not 
correlate significantly with Las Niñas or Neutrals,  while 
Las Niñas and Neutrals display a very strong anti-
correlation (Fig.  10.11a). This anti-correlation is a clear 
indication that the two basic states of ENSO are La Niña 
and Neutral.  Tropical MT is weaker (less efficient) during 
Niña years (Sun 2000) when the warm water volume 
(WWV; Meinen & McPhaden 2000) accumulates. MT is 
stronger during Niño years when WWV decreases as 
shown in Fig.10.11c. Niños occur periodically (once every 
3 years on average) and move heat out of the equatorial 
region and IPWP, reducing the WWV. During Neutral 
years tropical MT is intermediate and WWV changes less 
than during Los Niños or Las Niñas. The alternation be-
tween Niña-frequent and Neutral-frequent periods follows 
a quasi-decadal variability that is synchronized to the solar 
cycle (Fig. 10.11a),  with Neutral years occurring more 
often during or after high solar activity years and Niñas 
predominating during or after low solar activity years.  
Niños occur with a different rhythm slightly disrupting the 
Niña-Neutral solar pattern. The synchronization to the 
solar cycle explains the ENSO frequency peak at 11-years 
(Fig. 10.11b). The explanation for the ENSO-solar syn-
chronization is that it is part of the global MT system, and 
solar variability is one of several phenomena modulating 
MT (see Chap. 11).

Examination of ENSO conditions during the solar 
cycle further reveals the correlation between solar activity 
and sea-surface temperature in the equatorial Pacific. 
Analysis of ENSO sea-surface temperature (SST) data 
since 1950, when the Oceanic Niño Index (ONI) is avail-
able, performing an epoch analysis during the solar cycle 
(correcting for the variable duration of each solar cycle), 
allows the identification of five ENSO phases during the c. 
11-year solar cycle (Fig. 10.12).

For the purpose of this analysis, the start and end of 
the solar cycle are defined by the monthly-smoothed inter-
national sunspot number (WDC–SILSO) changing from 
below to above 30 sunspots, a point well defined in every 
cycle. Temporal data (in months) is normalized as frac-
tions of one solar cycle with variable duration (epoch 
analysis).  Distribution of the ONI data (monthly, 3-month 
averaged; NOAA) in the same way allows the calculation 
of the average and standard deviation at each fraction of 
the solar cycle for the six and a half solar cycles since 
1950, when ONI data becomes available.

Phase I starts when the peak in solar activity is on 
average reached (c. 2.5 years into the cycle as defined) and 
lasts around two and a half years during which positive 
ONI conditions are more probable, following the peak in 
solar activity. Phase II, of another two and a half years 
length, coincides with declining solar activity and is a 
highly variable period. Phase III, of around three years, 
coincides with the final decline in solar activity towards 
the solar minimum, and usually presents negative ONI 
conditions. Particularly frequent is a La Niña near the so-
lar minimum. The last two phases are the ones with a 
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Fig. 10.12 Solar cycle–ENSO relationship
a) Black curve, left scale, epoch averaged monthly smoothed sunspot number, for six and a half solar cycles between 1950–2018, starting 
and ending the cycle epoch when the number of monthly smoothed sunspots changes from <30 to >30. Grey area corresponds to the 
standard deviation of the averages at each position. Data from WDC–SILSO, Royal Observatory of Belgium. b) Colored areas, right 
scale, Oceanic Niño Index data from NOAA between 1950–2018 distributed along the solar cycle as calculated for (a). Areas above zero 
represent average positive ONI conditions and areas below zero average negative ONI conditions. Light colored areas represent the stan-
dard deviation of the averages at each position. Five different phases can be identified from ENSO response to solar activity. Phase I, 
high solar activity and predominant positive ONI conditions. Phase II, declining solar activity and highly variable ENSO condition. Phase 
III, low solar activity and predominant negative ONI conditions. Phase IV, after the solar minimum, predominant El Niño conditions. 
Phase V, rapidly increasing solar activity and predominant La Niña conditions.



higher deviation from average. Phase IV,  a short period of 
about 1.5 years, starts at the time of minimal solar activity, 
and generally displays positive ONI conditions that at 
times result in considerably strong Niños, like in 1998. 
Afterwards, phase V coincides with the period of rapidly 
rising solar activity, that reliably produces negative ONI 
conditions and frequent Niñas.

As we have seen (Fig. 10.11) solar modulation of 
ENSO is mainly due to a La Niña tendency to occur near 
the solar minimum (phases III and V), and it is statistically 
significant. We can examine Phase V that shows the larger 
negative ONI departure from average. To that end we av-
erage the ONI values for the months when the 13-month 
smoothed monthly total sunspot number (WDC–SILSO) is 
increasing between 35–80% of the total for solar cycles 
19–24 (11/1955–11/1956, 7/1966–5/1967, 3/1978–2/1979, 
3/1988–11/1988, 3/1998–8/1999, 12/2010–12/2011). The 
average ONI value for those 76 months is –0.649 (i.e. La 
Niña condition). A Monte Carlo experiment using the 816 
12-contiguous monthly periods in the ONI dataset (1/
1950–11/2018) and randomly drawing 100,000 groups of 
six and averaging them, only produces an equal or lower 
ONI value 0.7% of the time.  The La Niña instance at 35–
80% rising solar activity has a 99.3% probability of not 
being due to chance. ENSO is modulated by solar activity.

The evidence for a solar modulation of ENSO has 
been obscured because unlike La Niña or Neutral, El Niño 
frequency has a lower correlation to solar activity.  Despite 
this difficulty, several authors have noticed and reported 
the association of La Niña, or more generally ENSO with 
the solar cycle (Anderson 1990; Landscheidt 2000; White 
& Liu 2008; Leamon et al. 2021; Lin et al. 2021).  Haam 
and Tung (2012) tried to explain this as a spurious correla-
tion between two autocorrelated series,  but Wang et al. 
(2020) using information flow analysis found a causal link 
between solar activity and ENSO. Additionally, it is 
known that the quasi-biennial oscillation (QBO), ENSO 
and solar activity affect stratospheric transport (Rao et al. 
2019) and the PV. The QBO modulates the effect of solar 
activity (Labitzke & van Loon 1988),  solar activity modu-
lates the QBO (Salby & Callaghan 2000), and ENSO 
modulates the QBO (Taguchi 2010).  Solar activity,  the 
QBO and ENSO are three inter–related factors affecting 
stratospheric transport (Rao et al. 2019), and a solar modu-
lation of ENSO does not appear far-fetched.

The solar effect on ENSO is generally unrecognized, 
despite strong evidence and a significant bibliography, 
mainly because it is unexplained and does not emerge 
from models. A recent review on ENSO complexity by 45 
prominent ENSO experts (Timmermann et al. 2018) fails 
to mention any solar effect and does not recognize that 
ENSO is the consequence of the tremendous need to 
transport heat outside the equatorial region in the absence 
of sufficient atmospheric transport.

If ENSO is an equatorial heat pump (Sun 2000) that 
oscillates between La Niña and Neutral conditions, with El 
Niño periodically pumping the accumulated residual heat 
out of the region, we would find an explanation for some 
of the most puzzling aspects of El Niño.  The long-term 
frequency and magnitude of Niños would depend on the 
rate of accumulation of residual heat, i.e.  on the long-term 
changes in MT. It is known from proxies that Los Niños 
and heat export from the IPWP were enhanced during the 
Little Ice Age and reduced during the Medieval Warm 

Period and the Holocene Climatic Optimum (Moy et al. 
2002; Perner et al. 2018). Los Niños would become more 
abundant when the planet cools—because an enhanced 
MT is how it cools.

Another puzzling aspect of El Niño is that it comes in 
flavors that denote geographical variability (Central versus 
East Pacific Niños). There is evidence that there are long-
term changes in their predominance during the Holocene 
(Karamperidou et al. 2015) and during the past decades 
(Fedorov et al. 2020). These El Niño changes probably 
reflect changes in MT that also have a strong geographical 
variability between the Pacific and Atlantic MT pathways, 
since ENSO and MT variability modes changed simulta-
neously at the 1997–98 Climatic Shift (see Chap. 11). 
ENSO events are locked to the annual cycle because 
ENSO belongs to the MT system, and MT is strongest 
towards the winter North Pole. The relationship between 
ENSO and the IPWP annual cycles has been termed the 
C–mode and has been shown to be modulated by the At-
lantic Multidecadal Oscillation (AMO; Geng et al. 2020). 
During a positive AMO phase, El Niño events are dis-
tinctly weaker than those in an AMO negative phase. It is 
not that AMO modulation determines decadal shifts in 
ENSO properties,  as the authors suggest. It is that both 
AMO and ENSO depend on MT changes in absolute 
strength and relative strength between the Pacific and At-
lantic pathways.

10.5 The Sun, QBO and ENSO 
modulation of stratosphere–
troposphere coupling
The QBO is a most remarkable atmospheric phenomenon 
and determines, along with ENSO, seasonal and inter-
annual weather variability. In the equatorial stratosphere, 
strong zonal winds circle the Earth. They originate at an 
altitude of 10 hPa (c. 35 km) and migrate downward at c. 
1 km/month until they dissipate at the base of the strato-
sphere at 80 hPa (c. 20 km). As the new zonal wind belt 
originates to replace the downward migrating previous 
one, it moves in an opposite direction, alternating easterly 
and westerly winds (Baldwin et al.  2001). The QBO is 
usually defined by wind speed at 30 hPa, where winds in 
one direction will start and increase in strength, and then 
decline and be replaced by winds moving in the opposite 
direction.  The easterly and westerly phases of the QBO 
alternate every 22–34 months with an average of 28 
months, but the periodicity is tuned to the yearly cycle, so 
the phase reversal occurs preferentially during boreal late 
spring. The angular momentum signature of the QBO, 
rather than having only a single spectral frequency peak at 
c. 28 months, includes two smaller spectral peaks at the 
annual and biannual frequencies.

In a breakthrough at the time, Lindzen and Holton 
(1968) proposed, and it was later demonstrated, that 
convection-originated, vertically-propagated gravity 
waves provided the necessary wave forcing (momentum) 
for QBO generation and maintenance. Current understand-
ing is that equatorially trapped Kelvin waves provide the 
westerly momentum and Rossby-gravity waves provide 
easterly momentum to produce the QBO oscillation. The 
QBO is a tropical phenomenon that affects the global 
stratosphere through the modulation of winds,  tempera-
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ture,  extra–tropical waves, meridional wind circulation, 
the transport of chemical constituents, and the distribution 
of ozone.

One of the most puzzling aspects of the QBO is that it 
also modulates the NH PV, a persistent, large-scale, mid–
troposphere to stratosphere, low pressure winter zone that 
when strong contains a large mass of very cold, dense Arc-
tic air, and when weak and disorganized allows masses of 
cold Arctic air to push equatorward, causing sudden tem-
perature drops in ample regions of the NH. In 1980, Hol-
ton and Tan published a seminal work linking the QBO to 
the global atmospheric circulation. One of their findings, 
known since as the Holton–Tan effect, was a significant 
correlation between the westerly phase of the QBO and 
low zonal mean geopotential at the North Pole, when 
planetary waves were present. Lower geopotential means a 
more organized PV and lower temperatures. Holton and 
Tan had to introduce the planetary waves condition be-
cause at certain times the correlation broke down. Karin 
Labitzke (1987) noticed that the vortex–QBO correlation 
broke down at times during west winds,  but only when the 
number of sunspots was near its maximum. She decided to 
segregate the data on stratospheric polar temperatures ac-
cording to QBO phase. The very low correlation between 
solar activity and polar temperatures, when all the data is 
considered, becomes very high using the segregated data 
(Fig. 10.13).  When she published her finding James Hol-

ton said: “Superficially, I can't find anything wrong with 
it,  but there is absolutely no physical basis, and that both-
ers me. These people have the highest correlation I've 
seen, but if I were a betting man, I would bet against it.” 
(Kerr 1987). Holton would have lost his bet,  but it shows 
how observations are accepted or questioned as a function 
of how well they fit the dominant hypothesis.

The data indicates that stratospheric North Pole tem-
perature correlation to solar forcing depends on QBO 
state. During QBOe (easterly) years stratospheric polar 
temperature is lowest when solar activity is highest, and 
highest when solar activity is lowest. The exact opposite 
occurs during QBOw (westerly) years (Fig. 10.13a). The 
lowest QBOe and highest QBOw temperatures are similar, 
the largest difference occurs during low solar activity 
years. The average North Pole 30 hPa winter temperature 
difference between QBOe and QBOw years under low 
solar activity conditions is an astounding 20 °C (Fig. 
10.13). Winter North Pole stratospheric temperature re-
flects PV conditions that strongly influence the NH tropo-
sphere. The temperature is also affected by strong El Niño 
conditions (Fig. 10.13b).

The effect of solar activity on NH winter sea-level 
pressure, surface air temperature, 700-mb temperature and 
geopotential height showed surprisingly high correlations 
over extensive areas of the NH with a marked tendency for 
showing opposite patterns for each phase of the QBO (van 
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Fig. 10.13 Effect of solar activity on winter 
North Pole stratospheric temperature
a) Black curve and light grey area, winter (DJF) 
10.7 cm flux average and standard deviation 
between Dec. 1955 and Feb. 2013, a proxy for 
solar activity, adjusted to an 11-year solar cycle. 
Solar cycle 21 has no data for year 11, and solar 
cycle 23 has two points for year 10 and two for 
year 11. Colored curves correspond to winter 
temperature at 30 hPa (stratosphere) over the 
North Pole calculated as the average of the three 
more centered values among DJFM monthly 
average temperatures (outlier discarded) and 
plotted according to the position in the 11-year 
solar cycle. Dark-red thick curve is the tempera-
ture for winters when the QBO presented aver-
age DJF values lower than –5.8 ms–1 (negative 
values denote easterly wind) corresponding to 
QBOe (easterly). Dark-red thin curve is the 
quadratic regression. Light-blue thick curve is 
the temperature for winters when the QBO pre-
sented average DJF values higher than 1.1 ms–1 
(positive values denote westerly wind) corre-
sponding to QBOw (westerly). Light-blue thin 
curve is the quadratic regression. b) Scatter plot 
of 30 hPa winter North Pole temperature, deter-
mined as in (a) versus tropical 30 hPa winter 
wind speed for years with very low solar activity, 
corresponding to years 9 to 11 in the solar cycle 
as defined in (a), and indicated in the graph. 
Dark-red-filled dots are QBOe values used for 
the same color curve in (a). Light-blue-filled dots 
are QBOw values used for the same color curve 
in (a). Black thin curve is the quadratic regres-
sion. Strong El Niño years are indicated. Data on 
North Pole stratospheric temperature from the 
Institute of Meteorology at the Freie Universität 
Berlin. Data on 10.7 cm solar flux from the 
Royal Observatory of Belgium STAFF viewer.



Loon & Labitzke 1988). The unusually high correlation 
between solar activity and sea-level pressure or surface 
temperature appear to explain an important fraction of the 
total interannual variability in the winter circulation (Peix-
oto & Oort 1992). The data segregation, pioneered by 
Labitzke, has been used very successfully to establish the 
relationship between phenomena that present phases, like 
the QBO, solar variability, and ENSO, and their effects on 
the PV, SSWs, the Pacific Decadal Oscillation and the 
NAO. Weather and climate models have problems repro-
ducing a realistic QBO. For example, only 4 of more than 
30 models used for the AR5 IPCC report had any sort of 
QBO. However, reanalysis readily displays the statistical 
association between the QBO phase and solar activity with 
stratospheric temperature and geopotential height (Fig. 
10.14). Geopotential height is the actual height of a pres-
sure surface above mean sea-level, and it is related to the 
density of the air below. A low geopotential height indi-
cates the presence of cold dense air masses below, while a 
high geopotential height indicates the opposite.

ENSO has been suspected to affect the winter north-
ern stratospheric PV since the 1980s, with El Niño years 
resulting in a more perturbed and warmer PV than La Niña 
years (see Fig.  10.13b), but the statistics were difficult to 
disentangle,  since El Niño winters tend to coincide with 
QBOe, and not enough years of data were available to 
separate the three factors affecting the winter PV: QBO, 
solar cycle, and ENSO phases.  However,  the effect was 
seen in models, with El Niño years having double the 
probability of producing SSW than La Niña years. After 
confirming the statistical significance of the QBO and 
solar cycle effects on the PV, Camp & Tung (2007) were 
intrigued that it wasn't necessary to stratify the data by 
ENSO phase to see their effect. This was possible only if 
ENSO effect was small or if the perturbation from ENSO 
takes a spatial form that is almost orthogonal to the spatial 
form of both QBO and solar cycle perturbations. The latter 
turned out to be correct with El Niño producing a wide 
latitude of warming from mid-latitudes to the pole, while 
the QBO and solar cycle warm the polar stratosphere by 

10 Meridional Transport, a Solar-Modulated Fundamental Climate Property         169

Fig. 10.14 The effect of QBO phase and solar activity on Northern Hemisphere winter stratospheric temperature and geopotential 
height
a) NCEP/NCAR composite of December–February 30 hPa temperature anomaly (°C, 1981–2010 baseline) for seven QBO easterly years. 
The situation corresponds to a disorganized polar vortex with more frequent cold Arctic surface air incursions at lower latitudes. b) Same 
as in (a) for eleven QBO westerly years. A well-organized polar vortex keeps Arctic air trapped underneath. c) Composite of Decem-
ber–February 30 hPa geopotential height anomaly (m, 1981–2010 baseline) for eleven solar minimum years. d) Composite of Decem-
ber–February 30 hPa geopotential height anomaly (m, 1981–2010 baseline) for eleven solar maximum years. Figure obtained from 
NOAA/ESRL reanalysis tool, Boulder, CO.



approximately the same magnitude, but their spatial pat-
tern is more confined to the polar region (Camp & Tung 
2007). This difference suggests the ENSO effect is also 
strong on tropospheric/ocean MT, while the QBO and so-
lar cycle effect is more directly on stratospheric MT.

The current understanding, supported by observations, 
reanalysis, and modeling, is that the winter polar strato-
sphere is warmed by the momentum transfer and pressure 
changes caused by different kinds of gravity waves that 
originate from convection and weather phenomena in the 
troposphere and propagate vertically and can affect the 
polar annular modes weakening them. SSWs are the ex-
treme result of planetary waves breaking, and they can be 
triggered by unforced variability, QBOe, the solar cycle, or 
El Niño. QBO, solar activity, and ENSO act as gatekeep-
ers by determining the propagation properties of the 
stratosphere to planetary waves. Combinations of these 
three factors during winter cause a constructive or destruc-
tive interference with the vertical planetary waves, and in 
the first case the waves are deflected poleward transmit-
ting momentum and energy to the stratospheric PV where 
they break, causing heating that might result in extreme 
cases in SSW. Changes in solar UV activity determine 
stratospheric tropical ozone levels and heating creating 
temperature and wind speed anomalies.  These anomalies 
are sometimes maintained and enhanced by their interac-
tion with planetary waves when the propagation properties 
of the stratosphere allow it during certain winters, and they 
migrate poleward in the NH and downward to the polar 
troposphere. At the surface they determine the state of the 
dominant mode of variability, the Arctic Oscillation, then 
extend their influence to the North Atlantic Oscillation.

The stratosphere–troposphere coupling has been one 
of the main surprises about the atmosphere of the past 
decades (Baldwin et al. 2019).  The Arctic Oscillation (AO, 
or Northern Annular Mode NAM) is strongly connected to 
the stratosphere. Sea level pressure, surface temperature 
and wind patterns respond to changes in the stratosphere 
with a similar pattern to the AO, with a slight delay of 
about two months. Also,  Atlantic and Pacific jet streams 
and storm tracks shift systematically in response to strato-
spheric variability. Extreme winter and spring weather 
events in Europe and North America are frequently associ-
ated with changes in the stratosphere. Weather forecasts 
for these regions on monthly or seasonal timeframes im-
prove greatly when stratospheric conditions are taken into 
account (Baldwin et al. 2019; Domeisen et al.  2020). Solar 
activity induced changes in stratospheric ozone, tempera-
ture,  and propagation properties to planetary waves,  have a 
way of affecting surface weather and climate through this 
stratosphere–troposphere coupling, and there is ample 
evidence of this top–down indirect mechanism from both 
observations and models (Baldwin et al. 2019).

While the easterly and westerly phases of the QBO 
have an opposite influence in modulating the effect of so-
lar activity, it is the QBOe in combination with low solar 
activity that shows the largest departure from average con-
ditions (Fig. 10.13). In QBOe winters, during low solar 
activity, the polar geopotential height is higher, polar 
stratospheric temperatures are higher, SSW occurs earlier, 
the PV is more frequently weaker and disorganized, the 
polar jet stream forms meanders that extend into lower 
latitudes, there is a higher frequency of blocking days, and 
the AO and NAO tend to be in their negative phase (Roy 

2014; Hall et al. 2015). This results in winters that are 
colder in Northern Hemisphere mid–high latitudes.  Mete-
orologists have learned that NH winters with QBOe and 
low solar activity (like 2017–18 winter) tend to be cold 
and with more snow, especially in non-La Niña years,  un-
less a recent stratospheric-reaching volcanic eruption in-
terferes and produces a warmer winter.

Given the complexity of the solar signal transmission 
through this indirect top–down pathway, that is both con-
ditional and seasonal, we do not yet have a good quantita-
tive understanding of the mechanism. A further complica-
tion comes from the inability of most models to include or 
realistically reproduce stratospheric phenomena. However, 
the qualitative knowledge is solidly grounded in observa-
tion,  reanalysis, and modeling (Baldwind & Dunkerton 
2005; Gray et al. 2010; Baldwin et al. 2019). During solar 
grand minima, solar activity gets stuck in low mode, and 
the frequency of cold winters in the NH multiplies, al-
though warm winters can still occur, especially during 
QBOw phases. A significant weakening of the PV and 
prevailing winter AO negative conditions is accompanied 
by a general decrease in mid-latitude winter temperatures 
and an increase in snow precipitation, that result in glacier 
advances. These were the conditions observed during the 
Maunder period of the Little Ice Age that have been repro-
duced in models with clear solar attribution (Shindell et al. 
2001).

As we have seen, there are several pathways by which 
the solar signal is transmitted to the atmosphere–ocean 
coupled system and amplified through several feedback 
mechanisms, affecting climate (Roy 2014; Fig. 10.15). 
Even though solar changes are small, the amplification 
energy is provided by the climate system. The pathways 
are complex, involving some of the lesser known climate 
phenomena, and act in a phase-, seasonal-, and latitudinal-
dependent way, often with opposite results.  To the com-
bined effect of ENSO, the QBO and solar activity de-
scribed in Fig.  10.15 we must add the modulation of the 
solar effect by the QBO and ENSO (Fig. 10.13), the 
modulation of ENSO by solar activity (Figs. 10.11 & 
10.12), and the modulation of the QBO by ENSO (Taguchi 
2010), and by solar activity (Salby & Callaghan 2000). 
This is why the solar variability signal, whose effect can 
be seen so clearly in paleoclimatic records, is so hard to 
see in real time. The existence of more than one pathway 
also multiplies the signal,  and further enhancement is at-
tained through the different lags that allow an accumula-
tion of the effect.

10.6 The meridional transport of 
momentum
The transport of heat and moisture from the equator and 
tropics toward the middle and high latitudes is linked to 
the transport of angular momentum, that is exchanged 
between the solid Earth–ocean and the atmosphere. In low 
latitudes surface winds are easterly and flow in the oppo-
site direction to the rotation of the Earth, so the atmos-
phere gains momentum through friction with the solid 
Earth–ocean that reduces its speed of rotation, while in 
middle latitudes surface winds are westerly and the atmos-
phere loses momentum to the solid Earth–ocean that in-
creases its speed of rotation,  so a poleward atmospheric 
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flux of angular momentum is required to conserve mo-
mentum and maintain the speed of rotation. MT not only 
transports heat and moisture poleward, but also momen-
tum (Fig. 10.16).

Changes in the atmospheric angular momentum 
(AAM) must be balanced by changes in the speed of rota-
tion of the solid Earth–ocean to preserve momentum, and 
they are mostly due to the seasonal changes in the zonal 
wind circulation. Zonal wind circulation is stronger in 
winter when more angular momentum resides in the at-

mosphere due to a deeper LTG, so the Earth rotates faster 
in January and July, and slower in April and October, 
when zonal circulation is weaker. Small changes in the 
speed of rotation of the Earth result in micro-second 
changes in the length-of-day (,LOD), the difference be-
tween the duration of the day and 86,400 Standard Interna-
tional seconds. LOD has been measured daily down to a 
20 "s precision by interferometry since 1962.  Seasonal 
variation in ,LOD has been known for decades to reflect 
changes in zonal circulation (Lambeck & Cazennave 
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Fig. 10.15 The combined influences of ENSO, QBO and solar activity on the atmosphere–ocean coupled circulation, as a flow 
chart centered on the solar role
The three major factors are shown with oval outlines, whereas, the major circulations, responsible for modulating their effect are shown 
by rounded rectangles. The climatic effects are shown in boxes, with the direction of change shown by + (for increase) or * (for de-
crease). After Roy (2014). See the reference for additional information.

Fig. 10.16 Meridional transport of energy (left) and 
angular momentum (right) implied by the observed 
state of the atmosphere
In the energy budget there is a net radiative gain in the 
tropics and a net loss at high latitudes; to balance the 
energy budget at each latitude, a poleward energy flux 
is implied. In the angular momentum budget the at-
mosphere gains angular momentum in low latitudes 
due to easterly surface winds and loses it in middle 
latitudes due to westerly surface winds. A poleward 
atmospheric flux of angular momentum is implied. 
Meridional transport of energy and momentum is 
known to be modulated by ENSO, the QBO and solar 
activity. After Marshall & Plumb 2008.



1973) and, therefore,  in MT. The biennial component of 
,LOD reflects changes in the QBO (Lambeck & Hopgood 
1981), while the 3–4 year component matches the ENSO 
signal (Haas & Scherneck 2004). All of them reflect 
changes in the strength of westerly winds associated with 
changes in the intensity of MT. During El Niño a tropos-
pheric westerly anomaly induces a strong AAM increase 
driving a slowing of the planet. During the 2015–16 winter 
season, El Niño produced a ,LOD excursion reaching 
0.81 ms in January 2016.

The Sun, QBO and ENSO constitute three factors 
coupling the tropical stratosphere to the PV and the polar 
troposphere, regulating heat and moisture transport to the 
winter pole. Since they affect the zonal wind circulation it 
is not surprising to see they also affect the speed of rota-
tion.  But while the role of ENSO and the QBO in chang-
ing the AAM and ,LOD is widely known and reported, 
the role of the Sun remains largely ignored. The existence 
of an 11-yr solar signal in ,LOD was reported in 1962 by 
Danjon, rediscovered in 1969 by Stoyko, and again in 
1980 by Currie (Lambeck 1980; Barlyaeva et al. 2014), 
indicating how little attention it has attracted. From the 
beginning it was proposed that the effect must be due to 

solar induced changes in the global atmospheric circula-
tion (Challinor 1971), something that is confirmed by re-
analysis (Weng 2012). A viable mechanism was proposed 
by Hines (1974) based on differential propagation of at-
mospheric waves. It is surprising that so little effort has 
been directed into clarify this promising solar–climate 
connection in a time when so much research has been di-
rected into climate change. The solar activity signal in 
LOD is most apparent in the semi–annual variation in 
LOD (Le Mouël et al. 2010; Barlyaeva et al. 2014). This 
component is mainly due to the 6-month out of phase 
variation in zonal wind intensity caused by the difference 
in insolation between hemispheres. It is therefore linked to 
a fundamental feature of the climate system: the latitudinal 
distribution and transport of energy and momentum.

The semi–annual oscillation in +LOD that is under 
solar modulation has the following characteristics: From 
November to January the Earth accelerates to c. 
0.2 ms-day (+LOD changes by –0.2 ms). Then it deceler-
ates by nearly the same amount by April. Afterwards it 
accelerates to c. 1 ms-day by July (+LOD change of –
1 ms), before decelerating back to the initial value by the 
next November. The average amplitude is c. 0.35 ms, but 
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Fig. 10.17 Modulation of the semi‐annual LOD variation by the solar 11-year Schwabe cycle
a) Monthly +LOD for the 1962–2018 period. The inset shows two years of data with four semi–annual components corresponding to 
northern (NH) and Southern Hemisphere (SH) winters. b) Black curve, left scale, 3-point smoothed amplitude of the NH winter change 
in +LOD from weekly data after 31-day smoothing. Lower values indicate a larger change in the Earth's rotation speed. Red curve, right 
scale, solar activity as determined by 10.7 cm flux (solar flux units, gaussian smoothed). Dotted curve, right scale, Fast Fourier Transform 
with a 4-yr window of the time derivative 0.5-yr component of LOD, 30-month smoothed, after Barlyaeva et al. 2014.



the NH winter component is much smaller than the SH 
winter component (Fig.  10.17a, inset). The annual hemi-
spheric temperature curves (Fig. 10.2) explain the annual 
and semi–annual components of LOD. The annual compo-
nent is large because temperature contrasts are larger in 
winter, producing bigger changes in extra–tropical winds. 
The Earth rotates more slowly during NH winter, causing 
the day to be 1 ms longer than during SH winter, because 
more angular momentum resides in the atmosphere (higher 
AAM). Besides the asymmetric distribution in landmass 
between hemispheres, the NH in winter is the coldest 
hemisphere during the year, at a time when TSI is maximal 
due to the Earth being closer to the sun, creating the great-
est temperature contrast. The semi-annual component is 
smaller and symmetric as the Earth goes through the equi-
noxes and is caused mainly by changes in tropical winds, 
with a significant tidal contribution.

Although the Earth rotation responds to multiple fac-
tors that alter the mass and momentum distribution with 
respect to the axis from the inner core to the stratosphere, 
it has been demonstrated that for periods of time between 
14 days and 4 years changes in the AAM of the tropo-
sphere and stratosphere account for over 90% of the 
changes in LOD (Rosen & Salstein 1985). The Earth rota-
tion is a sensitive, high precision gauge for changes that 
alter the global atmospheric zonal-mean zonal circulation. 
As the meridional circulation takes place at the expense of 
the zonal circulation, changes in +LOD can be used to 
study changes in MT.

The NH winter trough in +LOD might take place in 
Dec–Feb (DJF). By subtracting from the lowest weekly 
value for that period the highest weekly value from the 
prior 16 weeks,  a measure of Earth’s acceleration from ON 
to DJF,  between 0 and –0.9 ms, is obtained for every year. 
The result is shown smoothed in Fig. 10.17b compared to 
solar activity.  It displays an 11-year periodicity that agrees 
well in phase and amplitude with solar activity, although 
in some oscillations the Earth acceleration appears lagged, 
which is not surprising since LOD is also affected by the 
QBO and ENSO. While El Niño slows down the rotation 
(increases LOD) as does high solar activity, La Niña re-
duces LOD as does low solar activity. The correlation be-
tween LOD and solar activity is negative. Periods of low 
solar activity coincide with bigger NH winter acceleration 

(+LOD decrease), while periods of high solar activity see 
almost no change in the rotation speed. So, the NH winter 
atmospheric circulation suffers more profound changes 
when solar activity is low than when it is high, confirming 
the effect seen in polar stratospheric temperature (Fig. 
10.13a).

The link between changes in +LOD, changes in 
AAM, the strength of the MT and solar variability is very 
straightforward, and necessarily must go in the direction 
“solar & atmosphere & rotation.” The momentum of the 
Earth system is conserved at the scales involved and it is 
not possible that changes in the speed of rotation of the 
Earth affect solar activity. Even before the effect of solar 
activity on the rotation of the planet had been considered, 
a relationship between multidecadal changes in +LOD and 
changes in climate had been proposed. In 1976, Lambeck 
and Cazenave reported on the similarity between the 
trends of numerous climate indices for the past two centu-
ries and changes in ,LOD, in particular surface tempera-
ture and pressure,  were related to wind strength. They 
concluded that periods of increasing zonal winds correlate 
with an acceleration of the Earth while periods of decreas-
ing zonal circulation correlate with a deceleration of the 
Earth. They found a lag of 5–10 years in the climatic indi-
ces. Their result has been reproduced multiple times, and 
an example is shown with SST and ,LOD (Fig. 10.18; 
Mazzarella 2013). Lambeck and Cazenave (1976) ended 
with an interesting prediction, as the article was written 
after several decades of decreasing global temperature:

“if the hypothesis is accepted then the continuing de-
celeration of [the speed of rotation] for the last 10 yr sug-
gests that the present period of decreasing average global 
temperature will continue for at least another 5–10 yr. 
Perhaps a slight comfort in this gloomy trend is that in 
1972 the LOD showed a sharp positive acceleration that 
has persisted until the present…”

As they suggested, 4 years after the 1972 sharp de-
crease in ,LOD took place, current global warming 
started, coinciding with the publication of the article. So, 
the gloomy cooling trend was transformed into—what to 
many is—an even gloomier warming trend.

The close correlation between SST  and the AAM (and 
LOD) has been known for a long time.  The correlation is 
explained as due to ocean–atmospheric coupling; where 
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Fig. 10.18. Earth rotation and sea surface 
temperature anticorrelation
Black line, detrended yearly values of Northern 
Hemisphere SST, from HadSST3. Red line, 
inverted, detrended yearly values of ,LOD. 
After. Mazzarella (2013).



upwelling and downwelling depend on wind strength, and 
atmospheric pressure correlates with SST. Salstein (2015), 
one of the foremost experts in AAM, explains that the at-
mosphere has been simulated by a large number of models 
that are driven solely by the temperature of the underlying 
ocean surface. Based on these models, AAM has been 
calculated since the late 19th century from available SST 
data and checked against LOD estimations based on lunar 
occultation measurements.  Multidecadal LOD shifts took 
place around 1870,  1910, 1935 and 1975 (Fig. 10.17). An-
other possible shift may have taken place around 2000 (see 
Chap. 11). They probably reflect multidecadal changes in 
ocean–atmospheric conditions reflecting changes in MT.

10.7 Conclusions
10a. The climate of the planet is characterized by its me-

ridional transport of energy along the latitudinal gradi-
ent in temperature, its most fundamental property.

10b.  Meridional transport is poleward, carried out mainly 
by the atmosphere over the ocean basins and stronger 
in winter.

10c. The Arctic in winter is the main heat sink for the 
planet. Part of the energy transported during the warm 
season is stored in the melting of ice and snow, and is 
lost through radiative cooling during the cold season 
after refreezing.

10d.  Meridional transport to the Arctic in winter has a 
stratospheric component, and a tropospheric compo-
nent that in a large part relies on discrete extreme Arc-
tic intrusion events. Both components depend on the 
wave transmitting properties of the atmosphere, con-
trolled by the thermal wind balance that determines 
the strength of zonal winds.

10e. Arctic amplification resulting in faster warming is the 
consequence of an increase in meridional transport, 
that leads to increased ice melting during the summer 
and increased surface temperature during the winter.

10f. ENSO is a part of the global meridional transport sys-
tem extracting heat from the equatorial band. Pacing 
of La Niña and Neutral years is set by the solar cycle, 
while El Niño responds to the buildup of residual sub-
surface heat.

10g. The solar cycle, quasi-biennial oscillation, and 
ENSO, determine the status of the ozone layer in the 
winter Northern Hemisphere stratosphere and through 
it,  the status of the polar vortex and winter meridional 
transport.

10h.  The meridional transport of energy is linked to the 
meridional transport of momentum. Winter changes in 
the amount of atmospheric momentum alter the speed 
of Earth's rotation and are modulated by solar activity.
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11
MERIDIONAL TRANSPORT AND SOLAR VARIABILITY 

ROLE IN CLIMATE CHANGE

“A new scientific truth does not triumph by convincing its opponents and making them see the light, but rather because 
its opponents eventually die, and a new generation grows up that is familiar with it.”

Max Planck (1906). Known as the Planck Principle

11.1 Introduction
Meridional transport (MT) of energy is the most funda-
mental property of the climate system. Its role in maintain-
ing the stability of the Earth climate has long been recog-
nized (Yang et al. 2015). In the previous chapter we saw 
that it is modulated by several complex factors, and among 
them, strikingly, is solar activity. It is assumed that MT 
does not contribute to climate change, since external natu-
ral drivers and internal climate variability have an esti-
mated zero net contribution to the observed warming from 
1850–2019 (IPCC AR6 SMP 2021).  In fact,  MT is not 
even considered a climate driver. It is surprising that 
changes in the most fundamental property of a stable cli-
mate system, that at present cannot be properly measured 
(Wunsch 2005), are disregarded as a cause for climate 
change when there is ample evidence of its involvement in 
the effects of both external solar and volcanic drivers and 
internal multidecadal variability. In stark contrast, paleo-
climatologists consider that the climates of the distant past 
can be described in a first approach by their latitudinal 
temperature gradient (LTG) from the equator to the poles, 
the primary driver of MT (Scotese et al. 2021). Different 
climates of the past are thus characterized by different MT 
intensities.  The assumption that climate changes are re-
sponsible for MT changes ignores the clear possibility that 
MT variability is a driver of those climate changes. An 
obvious clue that we are neglecting the importance of MT 
in climate change is that our current theory of climate can-
not explain the low gradient paradox (Huber & Caballero 
2011) of the early Eocene equable climate (see Fig.  10.1), 
when both poles had a temperate climate, causing a very 
flat LTG that could only drive a very reduced MT. As with 
many paradoxes,  the low gradient paradox is easily solved 
by changing the frame of reference. The climate was eq-
uable because there was a reduced MT. The more energy 
transported to the winter pole, a gigantic cooling radiator, 
the more energy is emitted to space by the largest heat sink 
at the top of the atmosphere (ToA). This framework-
change places MT at the center of climate change at all 
timescales, including modern global warming.

The planet today is much colder than in the early Eo-
cene because a lot more energy is being transported to the 
winter pole and,  since the increase has taken place for mil-
lions of years, the ocean has cooled to the bottom and the 
poles have accumulated a huge amount of ice. The winter 

poles have very low greenhouse gas (GHG) concentra-
tions, since they have the lowest absolute humidity of the 
planet, and receive less solar radiation. This results in a 
loss of energy to space through radiative cooling propor-
tional to the amount of energy transported there by the 
atmosphere (see Sect. 10.3). The polar vortex (PV) limits 
winter MT to the polar caps by restricting atmospheric 
circulation and can be considered a proxy for MT. The 
southern PV is very strong, resulting in a weak modulation 
and a lower occurrence of strong perturbations (sudden 
stratospheric warmings; Ayarzagüena et al.  2021). The 
northern PV is weaker and susceptible to a stronger modu-
lation by the several factors that affect MT, including the 
quasi-biennial oscillation (QBO), El Niño/Southern Oscil-
lation (ENSO) and solar activity (see Chap. 10).  In this 
chapter the climatic effects of externally and internally 
driven changes in MT are reviewed and a hypothesis on 
long-term modulation of MT by changes in solar activity 
is presented.

11.2 Volcanic effects on meridional 
transport
The effect of volcanic eruptions on the global climate is 
through the sulfate aerosols produced by vast amounts of 
sulfur dioxide injected into the stratosphere during strong 
explosive volcanic eruptions. Sulfate aerosols are washed 
from the troposphere in a matter of weeks, but their decay 
in the stratosphere is much slower, taking 1–2 years. Since 
there is little inter-hemispheric transport in the lower 
stratosphere (see Fig. 10.5), the eruption location deter-
mines if there is a global effect (tropical eruptions) or a 
mainly hemispheric effect (extra-tropical eruptions).

The climate is affected by eruptions through radiative, 
chemical and dynamic changes. Radiative effects result 
from sulfate aerosol presence in the lower stratosphere that 
reflect and scatter incoming shortwave radiation,  causing 
an increase of 3–5 W/m2 in reflected radiation (RSR), 
however they also absorb solar near-infrared radiation (IR) 
and terrestrial IR radiation, so the maximum cooling of the 
system is 2–3 W/m2 (Stenchikov 2021). This perturbation 
of the Earth's radiative balance can only last while there 
are significant volcanic sulfate aerosols in the stratosphere 
(Fig. 11.1). Chemical effects in the stratosphere are also 
caused by the volcanic injection of SO2. The most impor-
tant one is believed to be the decrease in ozone from a 
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combination of transport perturbations, radiative perturba-
tions on ozone photochemistry, and heterogeneous chemis-
try that is dependent on the presence of anthropogenic 
chlorine in the stratosphere. The drop in ozone levels leads 
to an increase in solar UV radiation reaching the surface. 
The chemical effect is also short lived and ozone levels 
recover when sulfate aerosols decay. The dynamic effects 
of a volcanic eruption result from the change in surface 
and lower stratosphere temperature patterns and gradients 
that affect MT.

Strong tropical eruptions have the biggest climatic 
effect on a global scale. Incoming solar radiation is higher 
at the tropics, and stratospheric aerosols have a bigger 
reflection effect there. As a result, surface cooling is 
stronger at lower latitudes, reducing the LTG and weaken-
ing the Hadley circulation and subtropical jets. The cool-
ing also results in a decrease in atmospheric water vapor 
enhancing the temperature reduction (Soden et al. 2002). 
Due to stronger cooling over land than over ocean, the 
Asian summer monsoon becomes weaker. At the lower 
stratosphere, radiative effects cause the inverse tempera-
ture pattern, with a stronger tropical warming that peaks at 
30°N, due to absorption of near IR radiation at the top of 
the aerosol cloud and of upwelling IR at the bottom (Ro-
bock 2000).  The stratospheric LTG is enhanced even more 
by the decrease in ozone that reduces solar UV warming, 
as the ozone anomaly caused by tropical volcanic erup-
tions is larger at the NH high latitudes (Stenchikov et al. 
2002).

Dynamic effects result from perturbations in MT, as 
indicated by their strongest impact being during the boreal 
winter, the period of strongest global transport (see Chap. 
10). MT is strongly dependent on tropospheric and strato-
spheric LTGs, and they are altered in opposite directions 
by strong tropical eruptions. The strengthening of the 
lower stratosphere LTG results in an increase in the zonal-

mean zonal wind anomaly and a reduction in the Brew-
er–Dobson circulation (BDC) shallow branch transport. 
An El Niño-like response is triggered at the equatorial 
Pacific that redirects the transport (Swingedouw et al. 
2017), followed by La Niña-like condition the following 
year (Sun et al. 2018). In the NH, the strengthened strato-
spheric LTG results in a stronger PV causing a positive 
North Atlantic Oscillation (NAO) response during the first 
two winters (Gu2laugsdÓttir et al. 2019), followed by 
negative NAO in the third year. The positive NAO and 
strengthened PV result in a cold Arctic/warm continents 
pattern that produces winter warming in northern Eurasia 
and North America,  with colder conditions at the Mediter-
ranean and the Middle East. Higher land/ocean tempera-
ture contrast during volcanic winters at mid-latitudes re-
sults in an increase in planetary wave number 1 activity 
and a decrease in number 2 activity (Graf et al. 2007) but, 
due to the altered zonal wind state, waves are reflected 
instead of breaking,  and so the PV remains strong through 
the winter (Bittner et al.  2016). The resulting slowdown in 
stratospheric transport is manifested in a marked increase 
in stratospheric air mean age for 1–2 years (Diallo et al. 
2017).

The changes in the LTG induced by stratospheric sul-
fate aerosols result in a different effect of extra-tropical 
volcanic eruptions versus tropical ones. NH eruptions still 
cause a Niño-like response, but they cannot strengthen the 
stratospheric LTG and zonal winds as much as tropical 
eruptions, and as a result the PV is weakened by the in-
creased wave activity and a negative NAO is the result 
(Sjolte et al. 2021). In the NH, extra-tropical eruptions 
have a seasonal dependency as summer eruptions increase 
the stratospheric aerosol optical depth less than winter 
eruptions (Toohey et al. 2019). This is another indication 
that the effects of volcanic eruptions on climate depend on 
MT, which is stronger in winter.  SH eruptions have a 
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Fig. 11.1 Schematic 
overview of the 
climate effects after a  
volcanic eruption 
with large 
stratospheric sulfate 
injection
After Timmreck 
(2012). Artist: Lucía 
M. Lagunas.



much smaller effect because the southern PV is stronger 
and MT is not as affected. The lack of intense effect on 
MT is also noticeable in that SH eruptions do not induce 
an El Niño-like response, instead they cause sea surface 
cooling and La Niña conditions (Liu et al. 2018).

The available evidence from the Pinatubo and El 
Chichón eruptions supports a short-term effect from vol-
canoes on temperatures,  only lasting a few years. Instru-
mental temperature records from 19th and 20th century 
volcanic eruptions indicate a temperature decrease of 0.2–
0.3 °C for 3–4 years, as do NH and European proxies (Self 
et al. 1981; Esper et al. 2013; Fig. 11.2a).

In theory,  the substantial energy lost by the climate 
system due to the increased RSR by volcanic stratospheric 
aerosols cannot be recovered or compensated for, and 
should result in long-term cooling. This is not observed, as 
surface temperatures recover in a few years. Models, in-
stead,  simulate a centennial cooling of the entire ocean, 
inferring that the missing energy must come from en-
hanced surface flux (Brönnimann et al. 2019; Stenchikov 
2021). This is referred as the ocean memory. It should be 
noted that models do not reproduce volcanic effects very 
well, like the El Niño response or the strong PV. They pre-
scribe too much surface cooling compared to observations 
(Toohey et al. 2014; Swingedouw et al. 2017). Instead, 
volcanic aerosols result in two opposite effects on the en-
ergy balance. They increase RSR, reducing the energy 
gain, and they reduce MT towards the winter pole, reduc-
ing the polar energy loss. The 1991 Pinatubo eruption re-
sulted in a decrease in outgoing longwave radiation (OLR) 
from the Arctic of c.  2 W/m2 for about 5 years (see Sect. 
11.4 below),  so the energy loss by the climate system from 

a volcanic eruption is lower than generally believed. This 
decrease in energy loss helps explain the rapid temperature 
recovery after stratospheric aerosols decay, reducing the 
need for a significant entire-ocean centennial memory to 
volcanic eruptions that has not been observed since the 
Pinatubo eruption. Thus, a more likely explanation, a sig-
nificant change in MT, is not being contemplated in the 
climate models.

It is clear that there is a delayed response to volcanic 
forcing after about 1–3 decades.  Hegerl et al.  (2007) NH 
proxy temperature reconstruction is able to display it, be-
cause it is annually resolved and calibrated to avoid the 
loss of low-frequency variance. The four volcanic erup-
tions of the past 1400 years with the highest global forcing 
(Sigl et al. 2015) and not followed by another very strong 
volcanic eruption during the next 60 years, occurred in 
682, 1258, 1458, and 1815 AD. Figure 11.2b shows the 
reconstructed temperature from –10 to +60 years of each 
eruption, after detrending and expressed as anomalies to 
the detrended average. The reconstruction reduces inter-
annual variability while preserving low-frequency vari-
ability with decadal smoothing (Hegerl et al.  2007), and 
the smoothing displays volcanic induced cooling prior to 
the eruption year.  Despite these eruptions being among the 
strongest in the past two millennia, the cooling is neither 
very intense, nor is it prolonged for more than a few years. 
This agrees with historic instrumental observations (Fig. 
11.2a bars; Self et al.  1981), and regional proxy recon-
structions for the same period (Fig. 11.2a lines; Esper et al. 
2013). However, a second multi-year cooling of similar 
magnitude is observed with a delay of c. 20 years (1458 
and 1815 eruptions) to c. 30 years (682 and 1258 erup-
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Fig. 11.2 Regional and hemispheric tempera-
ture effect from volcanic eruptions
a) Gray bars, right scale, Northern Hemisphere 
temperature change for the years around eight 
strong eruption years. After Self et al. (1981). 
Black and red curves, left scale, inferred tem-
perature change from tree-ring maximum late-
wood density records from Northern Europe 
(black curve) and Central Europe (red curve) for 
the years around 34 large volcanic eruptions 
(VEI index %5) within the AD 1111–1976 period. 
After Esper et al. (2013). b) 30–90°N mean an-
nual decadally averaged temperature proxy re-
construction (Hegerl et al. 2007), from –10 to 
+60 years of the indicated volcanic eruptions 
(red curves), with highest global forcing (Sigl et 
al. 2015) of the past 1400 years. The 1230 and 
1783 AD eruptions were not included due to 
another strong eruption taking place within the 
60-year post-eruption period. Temperatures were 
detrended and expressed as anomaly to their 70-
year period average. The thick black curve is the 
average.



tions). The recovery from this second cooling is also fast. 
This delayed response must come from the ocean-
atmosphere coupled system as radiative and chemical ef-
fects from volcanic aerosols have long disappeared. A pro-
posed explanation involves a delayed oceanic response by 
the Atlantic Meridional Overturning Circulation that ex-
cites a well-known 20-year oscillation that would, thus, 
have an origin in the supposed ocean memory to volcanic 
eruptions (Swingedouw et al.  2015). MT  is very likely 
involved in this delayed effect, as multidecadal oscillations 
are a feature of the MT system (see below). If MT  is in-
volved in this delayed surface cooling,  it would mean that 
MT is reduced initially by aerosol radiative effects causing 
a stronger vortex, but MT is increased 20–30 years after 
by a strengthened multidecadal oscillation of the stadium-
wave (see below). The temporal variability of the delayed 
response fits the non-stationary nature of this oscillation 
that cannot be properly reproduced by models.

Proxy records (Fig. 11.2; Moberg et al. 2005; Hegerl 
et al. 2007; see also Fig. 6.12) show that the cooling 
caused by the strongest volcanic eruptions of the past 1500 
years only caused a temporary cooling that was fully re-
covered in a few decades at most. In every case the under-
lying temperature trend, that was decreasing for the 1258 
and 1458 eruptions but increasing for the 682 and 1815 
eruptions, continued unaltered. This makes it difficult to 
explain the Little Ice Age (LIA) in terms of volcanic activ-
ity. Tree-ring analysis shows a similar effect for LIA vol-
canoes and instrumental-era volcanoes (Self et al. 1981; 
Esper et al. 2013; Fig. 11.2a). Most authors,  accept that the 
LIA was probably caused by a combination of solar and 
volcanic forcings, and the discussion is about which was 
more important. Since both affect MT, one possibility is 
that they act synergistically to produce a larger combined 

cooling. A causal link between altered MT and the LIA is 
suggested by a prolonged period of warm Arctic/cold con-
tinents (WACC) pattern, indicative of a predominantly 
weak PV, from c. 1400 to 1850 AD (Porter et al. 2019).

The idea that volcanoes could cause long-term climate 
cooling was already suggested in 1940, and in the early 
1970s there was speculation that volcanoes could be a 
cause for glaciations.  But by the late-1970s it was clear 
that the effect of volcanoes on climate was limited. As 
Rampino et al. reported in 1979: “The eruption of Tam-
bora in 1815, one of the largest eruptions during the past 
few thousand years, is associated with a hemispheric tem-
perature decrease of only 0.5° to 1°C for 2 to 3 years. In 
this case, average global temperatures had already been 
decreasing since 1810 and then rose again in the 1820s.”

Rampino et al.  (1979) observed that major historical 
eruptions associated with cooling were taking place after 
decadal length temperature decreases had been initiated, 
so they asked if rapid climate change could cause volcanic 
eruptions, by means of stress changes on the earth's crust, 
through loading and unloading of ice and water masses 
and through axial and spin-rate changes. This question was 
left unanswered and forgotten once scientific focus 
changed from cooling to warming in the 1980s. However, 
through better data collection the question reemerged at 
the turn of the century. Zielinski et al. published in 1996 
the GISP2 ice-core record of 110,000 years of explosive 
volcanism, showing that the transitions between colder 
periods (stadials) and warmer periods (interstadials) dis-
played increased volcanism. The largest and most abun-
dant volcanic signals over the past 110,000 years occur 
between 17,000 and 7,000 BP, during the deglaciation and 
warmest part of the Holocene (Zielinski et al. 1996; Fig. 
11.3). The LIA, the coldest period in the Holocene, is 
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Fig. 11.3 Volcanic activity during the Holocene
a) Black curve, global temperature reconstruction from 73 proxies (See Chap. 4) expressed as distance to the average in standard devia-
tions (Z-score). b) Purple curve, Earth's axis obliquity in degrees. c) Red curve, Holocene volcanic sulfate in the GISP2 ice core in parts 
per billion summed for each century in BP scale (rightmost point is 0–99 or 1851–1950), with quadratic trendline (thin red line). Data 
from Zielinski et al. 1996. d) Light blue curve, CO2 levels as measured in Epica Dome C (Antarctica) ice core. Data from Monnin et al. 
2004. Grey bar, Little Ice Age (LIA).



completely unremarkable in volcanic terms in the GISP2 
record.  If there is any correlation between volcanic activity 
and temperature during the Holocene it is a positive one. 
The hypothesis that the LIA could be due to high volcanic 
activity cannot be sustained with the available evidence.

The following year McGuire et al. (1997) published a 
correlation between sea-level changes and the frequency 
of explosive volcanism in the Mediterranean. And Glazner 
et al. (1999) published under the suggestive title “Fire or 
ice,” that the anti-correlation between volcanism and gla-
ciation extended for the past 800,000 years in Californian 
volcanoes, located 300 km from the sea. This was also 
confirmed for continental volcanism in France and Ger-
many by Nowell et al. (2006). Then research turned to the 
mechanisms. Jellinek et al. (2004) showed that Californian 
volcanoes were responding to ice changes in the obliquity 
(41-kyr) frequency with a time lag. The lag was related to 
glacial unloading, and was a few kyr for silicic volcanism 
but 10 kyr for basaltic volcanism. They advanced the hy-
pothesis that the decrease in pressure from ice melting 
stimulated dike formation leading to more explosive vol-
canism. But this is not the only hypothesis, since volca-
noes are varied and different types might respond to dif-
ferent stimuli. Caldera-forming volcanoes from the glaci-
ated island arc of Kamchatka seem to respond to glacial 
loading and show peak activity during glacial maxima 
(Geyer & Bindeman 2011).

Kutterolf et al. (2013) conducted the most compre-
hensive analysis to date of the temporal frequency of vol-
canism in the Ring of Fire, where most of the world's larg-
est volcanic eruptions have occurred in the recent past. 
They built an extensive dataset of 408 tephra (volcanic 
ejecta) layer dates for the past million years from multiple 
coring sites down-stratospheric-wind from volcanic areas 
along the Pacific Ring of Fire. Frequency analysis of vol-
canic eruption activity shows a significant peak at the 41-
kyr period with non-significant peaks also at the 23-, 82-, 
and 100-kyr Milankovitch frequencies. The 41-kyr vol-
canic frequency peak coincides in period with the !18O 
change from benthic cores. The result indicates that vol-
canic activity is linked mainly to the 41-kyr obliquity or-
bital frequency. This frequency is linked to the determina-
tion of glaciations and deglaciations in the glacial cycle, 
while the 100-kyr eccentricity orbital frequency is related 
to the global amount of ice during glacial periods (see 
Sect. 2.7 and Fig. 2.12). The result suggests, in agreement 
with the GISP2 record, that rapid deglaciations linked to 
the obliquity cycle lead to periods of enhanced volcanic 
activity.

Ice cores (volcanic sulfate deposition) and volcanic 
(tephra layers) datasets independently show that the high-
est level of volcanic activity for the past 100,000 years 
took place between 13 and 7 kyr BP, with a rate 2–6 times 
above background level (Huybers & Langmuir 2009; Fig. 
11.3). Part of the lag with respect to the start of the degla-
ciation at c. 18 kyr might be due to the melting starting at 
the Eastern Laurentide and Antarctic ice sheets that do not 
affect volcanic regions.  After 7 kyr BP, once the ice sheets 
melted, volcanic activity declined and returned to back-
ground, glacial-comparable levels. During the Neoglacia-
tion global cooling volcanic activity remained subdued 
(Fig. 11.3),  so the evidence supports that during the Holo-
cene volcanism has not been a cause for long-term cool-
ing. Huybers and Langmuir (2009) have analyzed CO2 

output by volcanoes at deglaciation, considering that the 
increase in subaerial volcanism due to melting must have 
been compensated in part by a decrease in non–ridge asso-
ciated submarine volcanism due to the increasing load 
caused by sea-level rise. Their modeling indicates that half 
of the CO2 increase (c. 40 ppm) during deglaciation may 
be due to the volcanic response to climate change,  consti-
tuting an important feedback factor to glacial termination.

Volcanic activity has no detectable climatic effect in 
the Late Pleistocene and Holocene. Volcanic eruptions 
have a short-term effect, and do not significantly affect 
climate. Their only possible climatic effect is a hypotheti-
cal (but reasonable) feedback effect at glacial terminations 
through their significant contribution to CO2 increase. 
However, climate change has a strong effect on volcanism. 
The effect of obliquity-linked ice unloading, the corre-
sponding sea-level increase, and isostatic adjustment on 
volcanic activity is detected in ice cores and volcanic re-
cords. Due to the asymmetric nature of ice changes, as 
melting is very rapid, but ice build-up is very slow, the 
effect of ice unloading has been well established,  but that 
of ice loading has not. Anecdotal evidence since the 1970s 
suggests that ice loading might also increase volcanic ac-
tivity, as an increase in eruptions has been observed after 
decades-long cooling periods (like the LIA), however,  the 
evidence for this is not significant.

11.3 The circa 65-year oscillation and 
the stadium-wave hypothesis
The existence of a multidecadal mode of climate variation 
was first detected by Folland et al. (1984) in global sea-
surface temperature (SST) and night marine air tempera-
ture records, and later correlated to precipitation records in 
the Sahel (Folland et al. 1986). This multidecadal oscilla-
tion was isolated by Schlesinger and Ramankutty (1994) 
in the global mean instrumental temperature record, as a 
65–70-year NH periodicity, and attributed to internal vari-
ability of the coupled ocean-atmosphere system. It was 
termed the Atlantic Multidecadal Oscillation (AMO) by 
Kerr (2000). In the following years the c. 65-year oscilla-
tion was observed in North Atlantic sea level pressure and 
winds (Kushnir 1994), North Pacific and North American 
temperature (Minobe 1997), length of day and core angu-
lar momentum (Hide et al. 2000), fish populations (Man-
tua et al. 1997; Klyashtorin 2001), Arctic temperature and 
sea ice extent (Polyakov et al.  2004),  the relative fre-
quency of ENSO events (Verdon & Franks 2006), and 
global mean sea level (Jevrejeva et al. 2008). Most of 
these records display an additional c. 20-year periodicity 
that is also apparent in Greenland !18O ice core data (Chy-
lek et al. 2012). This periodicity is most apparent at mid-
latitudes subsurface temperatures, while the c. 65-year 
oscillation is most apparent at high latitudes deep water 
salinity levels (Frankcombe et al. 2010).  This difference 
precludes a direct harmonic relation between them. Addi-
tionally, proxies indicate the c. 20-year periodicity was 
more intense during the LIA, while the c.  65-year oscilla-
tion appears more intensely in 20th century records, and 
might not have been present, at least with that periodicity, 
during the LIA (Gray et al. 2004).

It is generally believed that the c. 65-year oscillation 
originates from internal ocean-atmosphere variability, 
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rather than being externally forced or randomly generated 
(Dai et al. 2015). An alternative explanation is that the c. 
65-year oscillation reflects global MT system variability. 
The oscillation mostly affects the two ocean basins that 
communicate directly with both poles, particularly from 
the equator (ENSO) to the NH high latitudes (AMO and 
Pacific Decadal Oscillation, PDO), and it affects the rota-
tion of the Earth through changes in the angular momen-
tum of the atmosphere (Hide et al. 2000; Klyashtorin & 
Lyubushin 2007). The connection between ENSO and MT 
has already been explored in Section 10.4; a connection 
between ENSO and AMO also exists (Wang et al. 2020); 
and AMO is essentially a manifestation of the surface heat 
transport intensity through the Atlantic basin. As heat is 
continuously being introduced at the tropics at a near-
constant rate, a warm AMO indicates a heat jam in the 
North Atlantic, perhaps due to a reduced ocean-
atmosphere flux caused by a predominantly zonal wind 
pattern at mid-latitudes.  The spatial pattern of the AMO, 
obtained by regression of North Atlantic SST  anomalies 
after subtracting the global SST  anomalies,  reveals that the 
AMO is the Atlantic portion of a global MT system that 
moves heat poleward. The global system also includes the 
Pacific and Indian basins (Fig. 11.4). It shows that the NH 
SST oscillation of the AMO is phase-locked with other 
global SST  oscillations,  reflecting coordinated changes in 
the global MT system.

Decadal and multidecadal external solar and tidal 
forcings alter MT strength over different oceanic basins, 
and the c. 65-year oscillation could be an emergent tempo-
ral resonance from the intrinsic delays in the oceanic and 
atmospheric heat transmission.  In this regard, the Bjerknes 
hypothesis establishes that hemispheric anomalies in the 
transport of heat by the atmosphere and the oceans should 
be of equal magnitude and opposite sign (Bjerknes com-
pensation). The Bjerknes compensation has not been 
measured in nature due to our inability to properly sample 

heat transport, but interestingly the Bergen climate model, 
when reproducing the Bjerknes compensation under con-
stant forcing, generates a 60–80-year periodicity reminis-
cent of the AMO (Outten & Esau 2017).

The c. 65-year oscillation is important for multideca-
dal climate predictions. Divine and Dick (2006), in their 
study of the historical variability of sea ice edge position 
in the Nordic Seas,  correctly identified the effect of the c. 
65-year oscillation over any putative anthropogenic effect 
and ended with the conclusion that “during decades to 
come, as the negative phase of the thermohaline circula-
tion evolves, the retreat of ice cover may change to an 
expansion.” It must have taken courage to predict a sea ice 
expansion in 2006, when essentially everybody else was 
predicting a sea ice collapse, yet since 2007 Arctic sea ice 
has been showing a, still non-significant, modest growth in 
September extent that contrasts with the previous strong 
decline.

In her dissertation, Marcia Wyatt (2012) proposed a 
hypothesis on the dynamic transfer of a climate signal 
between the different ocean basins, Arctic sea ice, and the 
atmosphere via the c.  65-year oscillation, that she termed 
“the stadium-wave.” The hypothesis neatly links all the 
different manifestations of the c. 65-year oscillation,  ac-
counting for their lags, and produces a complete set of 
“quasi-predictions” that should be good for as long as the 
oscillation maintains its periodicity (Fig. 11.5; Wyatt & 
Curry 2014). Wyatt & Curry 2014, is one of the few arti-
cles (with Divine & Dick 2006) that correctly predicted 
the current pause in Arctic sea ice melting at a time when 
the data suggested the opposite: “this [sea-ice decline] 
trend should reverse… Rebound in West Ice Extent, fol-
lowed by Arctic Seas of Siberia should occur after the es-
timated 2006 minimum of West Ice Extent and maximum of 
AMO” (Wyatt & Curry 2014).

One consequence of the c. 65-year oscillation is the 
existence of climate shifts, the change from one climate 
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Fig. 11.4 Atlantic 
multidecadal oscilla-
tion spatial pattern
Unitless (°C/°C) 
regression pattern of 
monthly SST anoma-
lies (HadISST 1870–
2008), after subtract-
ing the global mean 
anomaly from the 
North Atlantic SST 
anomaly. It displays 
the °C of SST change 
per °C of AMO in-
dex. Besides display-
ing the AMO pattern, 
it shows that AMO is 
linked to the global 
surface MT system 
that extracts heat 
from the tropics in 
the main ocean ba-
sins. After Deser et 
al. 2010.



regime to a different one in a short period of a few years, 
with important climatic and ecological repercussions 
(Chavez et al. 2003). The PDO and AMO reflect the effi-
ciency of MT  through the respective ocean basins. Cli-
matic shifts tend to occur when the oscillation alters the 
relative MT intensity between both basins and/or the 
strength of the global MT system.

This global MT system is the complex result of the 
geographically determined coupled atmosphere-ocean 
circulation in a rotating planet with its axis tilted in rela-
tion to the ecliptic, that receives most of its energy at the 
tropical band. As the transport intensity varies through 
time and space, authors focus their attention in describing 
its regional variability and talk about teleconnections and 
atmospheric bridges to try to explain what in essence are 
manifestations of a single very complex process (Fig. 
11.6). The importance of MT  for the planet's climate can-
not be overstated and multidecadal changes in MT are an 
important and overlooked factor in climate change, as it 
has been erroneously assumed that over time they average 
to zero.

Another consequence of the c. 65-year oscillation is 
that c. 30 year warming and cooling phases and their asso-
ciated effects on pressure, winds, precipitation, sea ice, 
and sea levels, should be properly accounted for by any 
global climate theory and models. This is clearly not the 
case for the leading CO2 hypothesis of climate change and 
the models that support it, since the last cooling phase of 
the oscillation was assigned to anthropogenic aerosols, and 
the last warming phase to anthropogenic GHGs, leading to 
a completely unexpected, albeit predictable, warming 
pause 30 years later. Dai et al. (2015) show a step in the 
right direction.  After deriving what they assume is the ex-
ternally forced change in temperature from a large number 
of model simulations, they subtract it from observations. 
Almost all the interdecadal deviations left are explained by 
just two empirical orthogonal functions, one resembling 
the PDO, and the other similar to the AMO with a strong 
high latitude NH component. Inadvertently they are de-
tecting the interdecadal changes in MT, and particularly 
the strong ENSO effect at the Pacific Equator, as well as 

the strong MT  effect on temperatures over the Arctic in 
winter. The problem is that any MT transport effect is as-
signed to external forcing (i.e.  anthropogenic GHG in-
crease) by their approach.

In theory, an internal climatic oscillation contributes 
only to short term changes because over several periods 
the effect should average to zero. However, the c. 65-year 
oscillation has a period long enough to have made an im-
portant contribution to Modern Global Warming. Accord-
ing to Chylek et al.  (2014) one third of the post-1975 
global warming is due to the positive phase of the AMO, 
and models overestimate GHG warming but compensate 
for it by overestimating aerosol cooling. However, the 
IPCC does not consider that internal variability has made a 
significant contribution to climate change between 1951–
2010 (Fig. 9.12b). An alternative view is that a combina-
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Fig. 11.5 The c. 65-year oscillation and the stadium-wave hy-
pothesis
a) Simplified stadium-wave wheel cartoon showing a 60-year 
cycle from 1976 to 2036. Red color indicates the high warming 
phase, and blue color the low warming/cooling phase. AMO, At-
lantic Multidecadal Oscillation. AO, Arctic Oscillation. NAO, 
North Atlantic Oscillation. PDO, Pacific Decadal Oscillation. 
LOD, Length of Day. NHT, Northern Hemisphere temperature. 
After. Wyatt & Curry (2014). b) Length of Day in milliseconds, 
daily data (grey) and long-term average smoothed (black). Data 
from IERS EOP. c) Atlantic Multidecadal Oscillation in °C de-
trended, monthly data unsmoothed (grey) and long-term average 
smoothed (black). Data from NOAA. d) Northern Hemisphere 
temperature in °C anomaly (1961–90 baseline), monthly data 
(grey) and long-term average smoothed (black). HadCRUT4 data-
set from UK Met Office, Hadley Climate Research Unit. e) Arctic 
sea-ice extent in million km2, September data (grey) and long term 
average smoothed (black). Data for 1962–1978 from Cea Pirón & 
Cano Pasalodos (2016). Data for 1979–2017 from NSIDC. f) Sea 
Level rate of change in mm/yr. Average of Church & White 
(2011), Ray & Douglas (2011), and Jevrejeva et al. (2014), after 
Dangendorf et al. (2017). Orange and blue bars are inflection 
points when a phase might have changed. A decrease in sea level 
rate is anticipated by the hypothesis.



tion of solar activity and a 65-year oscillation, if allowed 
an unconstrained contribution, can explain a great part of 
the changes in the global temperature rate of change dur-
ing the 20th century (see Fig. 12.15), with residual changes 
attributable to the CO2 increase and volcanic activity. That 
view requires that our current estimate of climate sensitiv-
ity to the different forcings is erroneous, a possibility sup-
ported by dynamical systems identification (de Larminat 
2016).

The coincidence during the 20th century of two warm-
ing periods in the c. 65-year oscillation, and the Modern 
Solar Maximum (MSM, see Sect. 11.6 below) means that 
natural forcing and internal variability could have made a 
significant contribution to observed warming. This contri-
bution could help explain the early 20th century warming 
in the absence of significant emissions, and the mid-
century cooling despite increasing emissions. The natural 
contribution to the observed warming should come at the 
expense of considerably reducing the anthropogenic con-
tribution.

11.4 The Climatic Shift of 1997–98
Between 1995 and 2005 a big shift took place in climate. 
The changes that took place became evident c. 2000 and 
were of a global scale. Solar activity changed from high at 
solar cycle (SC) 22 to low at SC24 (Fig. 11.7a). A pre-
dominantly Niño frequency pattern in ENSO turned into 
predominantly Niña, while warm water volume at the 
equator decreased in variability (Fig. 11.7b). Global 
(60°N-S) stratospheric water vapor decreased, and the 
tropical tropopause cooled (Fig. 11.7c; Randel & Park 
2019). Global warming entered a reduced rate mode that 
became known as the hiatus, or “pause” (Fig. 11.7d; Fyfe 
et al. 2016). The tropics expanded as the Hadley cells in-
creased their extent and intensity (Fig. 11.7e; Nguyen et al. 
2013). The atmospheric angular momentum decreased 
causing the speed of rotation of the Earth to increase re-
ducing the length of the day (Fig. 11.7f).  The Earth's en-
ergy imbalance, the incoming solar radiation minus the 
total outgoing radiation, started to decrease,  as shown by 
the ocean heat content (OHC) time derivative change in 
trend (Fig. 11.7g; Dewitte et al. 2019). Low cloud cover 
decreased (Fig. 11.7h; Veretenenko & Ogurtsov 2016; 

Dübal & Vahrenholt 2021), while the albedo anomaly 
reached its lowest point in 1997 and started increasing 
(Goode & Pallé 2007), due to increasing high and middle 
altitude cloud cover.

The climatic shift of 1997–98 (97CS) was soon rec-
ognized (Chavez et al. 2003) as the opposite to the cli-
matic regime shift of 1976–77 that was first described by 
Ebbesmeyer et al. (1991) and linked by Graham (1994) to 
a change in winter NH circulation. A westward shift in 
atmosphere-ocean variability in the tropical Pacific took 
place at the 97CS, characterized by a decrease of ENSO 
variability that coincides with a suppression of subsurface 
ocean temperature variability (Fig. 11.7b) and a weaken-
ing of atmosphere-ocean coupling in the tropical Pacific. 
The shift manifested as more central Pacific versus eastern 
Pacific El Niño events, and a frequency increase in ENSO, 
linked to a westward shift of the location of the wind-SST 
interaction region (Li et al. 2019).

The most conspicuous manifestations of the 97CS 
took place in the Arctic. Models predict that polar warm-
ing should be more intense, and tropical warming less in-
tense,  than the global average in what is termed polar am-
plification. Since it was evident that Antarctica, other than 
the western peninsula, was not warming (Zhu et al. 2021), 
the focus was placed on Arctic amplification.  By 1995 
Arctic amplification had not been clearly observed despite 
two decades of intense global warming (Curry et al.  1996). 
The situation was about to change and that year the cli-
mate of the Arctic started to shift. The cold season (Octo-
ber to April) >80°N surface temperature increased greatly, 
while summer (JJA) temperature remained unchanged 
(Fig. 11.7i; Danish Meteorological Institute 2021). It was 
accompanied by a change in most Arctic climate variables. 
Arctic sea-ice underwent an accelerated rate of decline 
(Fig. 11.7j), that by 2007 raised fears of an Arctic summer 
free of sea-ice in a near future. The Beaufort gyre stopped 
alternating its circulation regime between cyclonic and 
anticyclonic every few years as it had been doing since at 
least 1946, as the Arctic Ocean Oscillation index reflects 
(Fig. 11.7k; Proshutinsky et al.  2015). As a consequence, a 
large amount of freshwater started accumulating in the 
Arctic Ocean. Other changes affected Arctic winter cloud 
cover, that decreased from 1980–1998 (Scheweiger 2004; 
Wang & Key 2005) and have increased since 2005 (Wang 
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Fig. 11.6 Meridional transport is the 
overlooked climate factor
Meridional transport is both the ele-
phant in the room that everybody ig-
nores as an explaining factor for climate 
change, and the elephant from the In-
dian tale that blind people describe as a 
different animal when touching differ-
ent parts of it.
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Fig. 11.7 Manifestations of the big climatic shift of 1997–98
Nearly simultaneous changes in climate related phenomena took place globally and in the Arctic between 1995 and 2005. a) Oct–Jan 
sunspots (thin black line) and 11-yr average Oct–Jan sunspots (thick black line). Solar activity decreased from high (108 sunspots 1980–
1995) to low (54 sunspots 2005–2015). Data from WDC–SILSO. Antipodal amplitude (Aa) geomagnetic index 13-month average (red 
thin line) and 11-year average (red thick line) measuring magnetic disturbances caused mainly by the solar wind. Data from ISGI. b) 
Cumulative multivariate ENSO index v.2 changed from increasing to decreasing in 1998, indicating a shift in ENSO pattern. Data from 
NOAA. The change was also reflected in a strong reduction in the warm water volume anomaly variability at the equator (5°N–5°S, 
120°E–80°W above 20 °C), where after 2000 negative values of –1 are no longer reached. Data in 1014 m3 from TAO Project Office of 
NOAA/PMEL. c) Stratospheric water vapor monthly anomaly at 60°N–S, 17.5 km height, from solar occultation data (black line), and 
microwave sounder data (red line) in ppmv. The 2001 shift is confirmed by radiosonde tropopause temperature measurements. After 
Randel & Park 2019. d) Global surface average temperature anomaly in °C displaying the 1998–2013 pause in warming. From MetOffice 
HadCRUT 4.6 annual data. e) Ensemble mean annual Hadley cell intensity anomaly (in % from the mean) for the NH from eight reanaly-
ses (black line), and ensemble mean annual-mean Hadley cell edge anomaly (in ° latitude) for the NH from eight reanalyses (red line). 
From Nguyen et al. 2013. f) Average annual change in length-of-day (+LOD) in ms, inverted (up is a shortening in LOD due to Earth 
spin acceleration). Data from IERS LOD C04 IAU2000A. g) Yearly increase of the 10-year running mean of the ocean heat content 
(black line), and annual mean Earth energy imbalance obtained as the difference between the incoming solar radiation and the total out-
going radiation (red line). Both in W/m2. After Dewitte et al. 2019. h) Monthly (thin line) and yearly (thick line) 90°S–90°N cloud cover 
anomaly (%). Data from EUMETSAT CM SAF dataset, after Dübal & Vahrenholt (2021). i) 80–90°N summer (JJA, black line), and 
winter (DJF, red line) temperature anomaly (°C). Data from Danish Meteorological Institute. j) September average Arctic sea ice extent 
(106 km2). Data from NSIDC. k) The Arctic Ocean Oscillation (AOO) index that reflects the alternation between sea-ice and ocean anti-
cyclonic circulation (blue bars) and cyclonic circulation (red bars). After Proshutinsky et al. 2015. l) Number of NH blocking events per 
year. After Lupo 2020. m) Greenland freshwater flux (black line, km3). After Dukhovskoy et al. 2019. Greenland ice-sheet mass balance 



et al. 2021), enhanced moisture transport (Nygård et al. 
2020), greater atmospheric blocking frequency (Fig. 11.7l; 
Lupo 2020), augmented Greenland freshwater flux (Fig. 
11.7m; Dukhovskoy et al. 2019), increased negative 
Greenland mass balance (Fig. 11.7m; Mouginot et al. 
2019), augmented planetary-scale winter transport (Fig. 
20n; Rydsaa et al. 2021), enhanced downwelling longwave 
radiation flux (DLR; Wang et al. 2021), and a greater OLR 
flux (Fig. 11.8) at the ToA, to cite some of the changes.

NOAA OLR satellite data (Liebmann & Smith 1996) 
shows that starting in mid-1996, seasonal mean Arctic 
OLR anomaly initiated a great change that lasted until 
late-2005 (Fig. 11.8, grey box).  Seasonal variability (7-
month average OLR anomaly; Fig 11.8, thin grey line) 
decreased markedly, while the monthly mean OLR at the 
ToA increased by 6 W/m2.  But the increase was not 
equally distributed along the year, the cold months (Nov–
Apr) increased their monthly mean OLR by 8 W/m2, while 
the summer months (JJA) increased it by only 3 W/m2. 
The 97CS has created a much bigger winter energy deficit 
in the Arctic. Usually, changes in OLR and RSR are nega-
tively correlated,  so they partly cancel each other (Dewitte 
et al.  2019), but this is not true of the Arctic in winter, 
when there is little or no incoming SR. Planetary TOR is 
largest during the NH winter (see Fig. 10.2; Carlson et al. 
2019) and became larger at the 97CS. Cao et al. (2020) 
have shown that the increase in Arctic OLR at the 97CS 
was associated with the expansion of the Hadley cell caus-
ing a simultaneous increase in OLR at the subtropics. Co-
incident with the increase in Arctic OLR, the Earth energy 
imbalance started to decrease,  and the ocean started to 
accumulate less heat, as determined by the OHC time-
derivative (Fig. 11.7f; Dewitte et al. 2019). At the same 
time global warming entered a hiatus (Fyfe et al. 2016).

The 97CS in the Arctic was celebrated as further con-
firmation of the CO2 hypothesis of global warming with 
renewed calls to end CO2 emissions (IPCC: AR5 Synthesis 
report 2014). However, there was no proper explanation 
for the changes that took place at that time (and not be-

fore) in the Arctic and globally. While the Arctic summer 
climate was affected, the most prominent changes took 
place during the cold season. The changes in stratospheric 
water vapor (Randel & Park 2019) or the Beaufort gyre 
(Proshutinsky et al. 2015) remain unexplained, and the 
decrease in the rate of global warming received multiple 
explanations (which is equivalent to none), but without 
explanation of why it happened at that time. In contrast, a 
reorganization and increase of MT is supported by most, if 
not all, the phenomena involved, providing a powerful 
explanation. Randel et al. (2006) show that the decrease in 
stratospheric vapor (Fig. 11.7c) and cooling of the tropical 
tropopause, together with simultaneous changes in ozone 
are consistent with an increase in the mean tropical upwel-
ling of the BDC, the stratospheric MT.

The start date of the 1995–2005 climate shift is diffi-
cult to determine, and it is further obscured by the great El 
Niño that took place in 1997–98. However, many of the 
altered trends in climatic parameters, like albedo (Goode 
& Pallé 2007), Arctic winter temperature (Fig. 11.7i),  or 
changes in Greenland mass balance and freshwater flux 
(Fig. 11.7m; Dukhovskoy et al.  2019; Mouginot et al. 
2019) can be traced back to 1997. The climatic shift of 
1976–77 also coincided with an El Niño that started in the 
early summer of 1976, it is thus appropriate to date the 
most recent climatic shift to 1997–98. A few years after 
the 97CS the climate appears to have reduced the acceler-
ated rate of climate change that it displayed in the 1995–
2005 period, suggesting the climate has settled into a new 
regime. Arctic sea-ice decline has decreased greatly. The 
minimum summer extent took place in 2012, and in 2021 
there was more September sea-ice extent than in 2007, 14 
years before. Arctic OLR has also stabilized in a higher 
level and global low cloud cover in a lower level. Arctic 
extreme moisture events, stratospheric water vapor, and 
atmospheric blocking events all appear to have reduced 
their rate of increase. The 1976–77 climate shift also in-
volved changes in winter NH circulation (Graham 1994), 
and atmospheric angular momentum (Marcus et al. 2011). 
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(red line, Gt). After Mouginot et al. 2019. n) Winter (DJF) latent energy transport across 70°N by planetary scale waves, in PW. Thin line, 
annual; thick line, 5-year moving average. After Rydsaa et al. 2021.

Fig. 11.8 Arctic region 
outgoing longwave 
radiation change
Thin grey line, 7-month 
average of the monthly 
mean OLR anomaly in 
W/m2 from interpolated 
OLR NOAA dataset. 
Thick black line, 5-year 
average of the cold sea-
son (Nov–Apr) mean. 
Thick black dashed line, 
5-year average of the 
summer (JJA) mean. 
Grey box highlights the 
Arctic shift in OLR 
between mid-1996 and 
late 2005. The time of 
the Pinatubo eruption is 
indicated. Data from 
KNMI explorer
(field=noaa_olr). 



A less evident solar activity change and its correlation with 
stratospheric temperature changes has been proposed as 
forcing for the 1976–77 climate shift (Powell & Xu 2011).

The climate undergoes multidecadal shifts that cannot 
be explained, reproduced, or predicted by climate models. 
These climate shifts not only affect the internal variability 
of the climate system, but also the Earth radiative proper-
ties and thus they constitute a source for global climate 
change that is not accounted for in the IPCC list of natural 
and anthropogenic forcings that have contributed to ob-
served surface temperature change over the period 1951–
2010 (IPCC AR5 Synthesis report 2014). All the described 
climatic changes of the 97CS (Figs. 11.7 & 11.8),  and 
those shared by the 1976–77 climate shift, have in com-
mon that they are either affected by changes in MT to-
wards the winter pole, or they cause changes in it.  Winter 
MT is a fundamental property of the climate system and at 
the center of the observed changes.  It has the potential to 
be a major climate determinant with an importance even 
greater than changes in non-condensing GHGs.

11.5 Meridional transport modulation 
of global climate
The Holocene prior to 1950 underwent episodes of pro-
found and abrupt climate change that significantly altered 
the vegetation of entire ecozones at times of very modest 
GHG changes. This Holocene variability was reviewed in 
Chap. 4. Additionally, in the distant past (e.g. the early 
Eocene, see Fig 10.1) the planet experienced at times 
warm, equable climate conditions, with reduced LTG and 
seasonality, characterized by the absence of year-round 
freezing conditions at the poles,  when CO2 levels were 
perhaps only twice current levels. Current climate models 
cannot reproduce those changes and conditions without 
resorting to unrealistic settings. Thus, besides GHGs and 
volcanic eruptions, other poorly identified climate change 
mechanisms must be at work. The transport of energy 
from the equator to the poles is a good candidate. The LTG 
is a defining feature of the different global climates the 
Earth has experienced during the Phanerozoic Eon, and 
energy is transported from the equator to the poles along, 
and as a function of, that gradient. The riddle that makes 
climate models choke on the equable climate problem is 
known as the equable climate paradox. Energy is moved to 
the poles along the LTG to keep them warmer than they 
would be otherwise,  yet the warmer they are the less en-
ergy should move along the gradient and the colder they 
should be. The answer to the riddle is counterintuitive. The 
more energy that is moved to the poles in winter,  the more 
energy the planet loses and the colder it becomes. The 
equable climate poles were kept warm through the winter 
not because of more heat transported there, but because 
the most abundant GHG in the planet, water vapor, must 
have created a permanent fog and cloud cover at the poles 
in winter that greatly reduced heat loss.

Since the 97CS, more energy is being transported to 
the Arctic in winter (Fig. 11.7i–n), and more energy is 
being lost at the Arctic ToA (Figs. 10.4 & 11.8). The result 
is a reduction in the Earth's energy imbalance and OHC 
increase (Fig. 11.7g; Dewitte et al. 2019) and a pause in 
global warming (Fig. 11.7d; Fyfe et al. 2016), temporarily 
interrupted by the great 2015 El Niño (Lean 2018).  There 

is so far no indication that the current period of increased 
MT and reduced warming has come to an end, and if past 
is precedent, the current climate pattern could last until 
mid-2030s. It is then evident that part of the warming that 
took place in the 1976–97 period, erroneously attributed to 
anthropogenic factors (see Fig.  9.12), was due to a reduc-
tion in MT. Also,  Arctic amplification is a completely mis-
understood phenomenon. Arctic amplification,  especially 
in winter, results in planetary cooling, not warming. The 
more winter Arctic amplification, the less the planet will 
warm.

The great complexity of the ocean-atmosphere cou-
pled global circulation with all its modes of variability,  
oscillations,  teleconnections, and modulations,  is just the 
manifestation of a single underlying cause, the transport of 
energy from its climate system entry point to its exit point. 
Mass (including water) is transported as a consequence of 
energy transport, directly or indirectly. Every phenomenon 
in the climate system is powered by the energy received 
from the sun as it moves towards its exit point.  Due to the 
insolation gradient the exit point is on average at a higher 
latitude than the entry point, so the defining aspect of the 
climate system is the MT  of energy. Every aspect of the 
ocean-atmosphere coupled global circulation must be ana-
lyzed in terms of its effect on energy MT. ENSO is a heat 
pump extracting energy from the equatorial Pacific (Sun 
2000). The AMO is a readout of Atlantic surface MT, its 
positive phase indicating reduced MT resulting in heat 
accumulation. Teleconnections can be explained as MT 
changes in strength through different pathways, as prevail-
ing temperature and pressure gradients change.

The general belief that horizontal transport of energy 
has a net zero effect,  and the net radiation flux at ToA 
should not be affected by it, does not bear close scrutiny. If 
we had a region in the planet where incoming solar energy 
is zero or very low, and where its atmospheric GHG con-
tent is much lower, then transporting more energy there 
could only result in more energy loss at that ToA without 
compensating gain elsewhere. The energy flux of the 
planet would be altered by that change in transport. And 
we have not one but two of these regions at the poles,  re-
sulting in having one in cold season during most of the 
year. MT towards the North Pole is more important than 
towards the South Pole for geographic reasons (see Chap. 
10). There is ample evidence that Arctic winter MT in-
creased at the 97CS (see Sect. 11.4). The increased MT 
resulted in an increased energy loss at the ToA (Fig. 11.8), 
that affected the Earth's energy imbalance (Fig. 11.7g; 
Dewitte et al. 2019). Changes in MT constitute a climate 
forcing that is not accounted for in any of the climate 
change assessment reports published by the IPCC to date.

MT can be divided in two components. The BDC 
through the stratosphere,  that has a shallow branch in the 
lower stratosphere and a deep branch in the mid-upper 
stratosphere. The other is through the troposphere with 
atmospheric and oceanic contribution (Fig. 11.9). Both 
components are variably coupled in time and space (Kid-
ston et al. 2015). At the equatorial zone there is coupling 
through deep-convection and the ascending branch of the 
BDC (Collimore et al. 2003), and at high latitudes through 
the PV. The downward coupling in the mid-latitudes is 
complex and variable by longitude (Elsbury et al. 2021). 
The coupling is mainly exerted by changes in stratospheric 
temperature gradients and the response of the thermal 
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wind balance, which affects the strength of the mean zonal 
circulation, and the position and strength of tropospheric 
jets, eddies, and storm tracks (Kidston et al. 2015). The 
upward coupling depends on changes in convection and 
wave generation. As a consequence, the coupling is 
stronger in winter when temperature contrasts and wave 
generation at the troposphere are higher, and temperature 
gradients at the stratosphere are deeper.

Stratospheric MT is modulated by factors that alter its 
LTG (ozone, solar activity, and volcanic aerosols), or the 
zonal wind strength (QBO), as they determine the level of 
planetary waves transmission that powers the stratospheric 
transport.  ENSO is part of the tropospheric MT and is de-
termined by its conditions, but it is also a modulator of 
stratospheric transport, affecting the strength of the BDC 
(Domeisen et al. 2019), and thus participates in the 
stratosphere-troposphere MT coupling. Whether the QBO 
has an effect on ENSO is not known, but all other interac-
tions between these three modulators (solar effect,  QBO 
and ENSO) of stratospheric MT have been documented 
(see Sect. 10.5; Labitzke 1987; Calvo & Marsh 2011; 
Salby & Callaghan 2000; Taguchi 2010). The stadium-
wave represents the coordinated sequential change affect-
ing interconnected parts of the tropospheric MT (Wyatt & 
Curry 2014). It constitutes a strong multidecadal oscilla-
tion in MT. Whether it is due to internal variability or ex-
ternally forced, or paced, is currently unknown. The im-
portance of this multidecadal oscillation on climate vari-
ability cannot be overstated.

In figure 11.10 the global effect of the stadium-wave 
on MT since 1900 is analyzed. The 1912–2008 period has 
been subjectively divided into three phases of 32 years. 
Although the analyzed MT phenomena do not shift simul-
taneously (hence the name stadium-wave), the phases so 
defined describe periods of alternating prevailing condi-
tions in MT well.  The northern annular mode or Arctic 
oscillation (AO; Fig.  11.10a grey line), is the leading mode 
of extratropical circulation variability in the NH (Thomp-
son & Wallace 2000). It is weaker than its SH counterpart, 
leading to a debate about its physical reality (Sun & Tan 
2013). To act as a North-South seesaw of atmospheric 
mass exchange between the Arctic and mid-latitudes (a 
true annular mode), there must be a correlation between its 
three centers of action—the Arctic, Atlantic and Pacific 
sectors. The Arctic–Atlantic correlation is strong and con-
stitutes the NAO. The Arctic–Pacific linkage is weaker, 
but it was found that the Aleutian Low and the Icelandic 
Low since the mid-1970s display a negative correlation 
from one winter to the next,  that is stronger by late winter 
(Honda & Nakamura 2001). This Aleutian–Icelandic see-

saw appears to depend on the propagation of stationary 
waves and varies in strength with the changes in PV 
strength (Sun & Tan 2013). By calculating the Jan–Feb 
cumulative AO (Fig. 11.10a grey line) we can see that 
until c. 1940 positive AO values (i.e. strong vortex condi-
tions) prevailed, but in the 1940–1980s period negative 
AO values were preponderant, only to change back after-
wards.  The Aleutian–Icelandic seesaw confirms the 
changes in PV strength with its 25-year moving correlation 
(Li et al. 2018; Fig. 11.10a black line).

The strength of the PV negatively reflects the magni-
tude of the mass and heat exchange between the Arctic and 
mid-latitudes. Over the Atlantic sector,  the AMO measures 
SST anomalies. As is to be expected, positive AMO values 
reflect warm water accumulation in the North Atlantic 
under reduced MT and strong PV conditions (Fig. 11.10b 
black line). The NAO, which is part of the AO, represents 
the sea-level pressure dipole over the Atlantic, and when 
analyzing its detrended and cumulative value, it shows a 
great similarity with the AO, with some influence from 
AMO SSTs (Fig. 11.10b grey line). The prolonged NAO 
trends that last several decades are unexplainable with 
current models, that clearly do not reflect multidecadal 
MT regimes. Models consider NAO indices white noise 
without serial correlation (Eade et al. 2021). Without 
properly representing MT, climate models cannot explain 
climate change. Over the Pacific sector, the PDO also re-
flects SST anomalies. A positive PDO shows accumulation 
of warm water over the equatorial and eastern side of the 
Pacific. This is indicative of reduced MT, which moves 
heat out of the equator and towards the western Pacific 
boundary so the Kuroshio current can move it northward. 
The detrended cumulative PDO values (Fig. 11.10c) show 
that the phases of increased or decreased Pacific MT 
roughly coincide with those of the Atlantic. Climatic and 
ecological shifts in the Pacific identified in 1925, 1946, 
1976 and 1997 (Mantua & Hare 2002) coincide with times 
when the PDO shifts from predominantly positive to nega-
tive or back (Fig. 11.10c black dots).

The MT  is carried out by the meridional circulation 
and increases in atmospheric MT imply decreases in zonal 
circulation, since more meridional circulation transports 
more energy and momentum poleward. The atmospheric 
circulation index is a cumulative representation of the 
yearly anomaly in zonal (E–W) versus meridional (N–S) 
air-mass transfer in Eurasia (Klyashtorin & Lyubushin 
2007). It shows that multidecadal periods, when the NH 
PV has been stronger and MT over the Atlantic and Pacific 
sectors has been lower (grey areas in Fig. 11.10), have 
been characterized by prevalent anomalies of zonal-type 
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Fig. 11.9 Meridional transport 
diagram
In light-grey rounded rectangles the two 
components of meridional transport, with 
their known modulators in white ovals. 
Black arrows indicate coupling or 
modulation. Dashed arrows, the indirect 
effect from tropical volcanic eruptions on 
tropospheric meridional transport and 
ENSO. The effect on the energy budget 
of the Earth's climatic system is implied 
by the changes in energy transfer from a 
GHG-rich tropical region to a GHG-poor 
polar region. See text for references.
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Fig. 11.10 Multidecadal 
climate variability and me-
ridional transport
a) Black line, Aleutian Low–
Icelandic Low seesaw 25-year 
moving correlation as a proxy 
for polar vortex strength. Af-
ter Li et al. 2018. Grey line, 
cumulative winter (Dec–Feb 
average) Arctic Oscillation 
index. 1899–2002 AO index 
data from DW Thompson. 
Dept. of Atmos. Sci. CSU. 
Thompson & Wallace 2000. 
b) Black line, 4.5-year aver-
age of the Atlantic Multideca-
dal Oscillation index. Data 
from NOAA unsmoothed 
from the Kaplan SST V2. 
Grey line, cumulative 1870–
2020 detrended cold season 
(Nov–Apr average) North 
Atlantic Oscillation index. 
Data from CRU, U. East An-
glia. Jones et al. 1997. c) Cu-
mulative PDO. 1870–2018 
detrended annual average 
cumulative PDO index from 
HadISST 1.1. Data from 
NOAA. Black dots mark the 
years 1925, 1946, 1976 and 
1997 when PDO regime shifts 
took place (Mantua & Hare 
2002; see Sect. 11.4). d) 
Black line, zonal atmospheric 
circulation index, cumulative 
anomaly. After Klyashtorin & 
Lyubushin 2007. Grey line, 
1900–2020 inverted detrended 
annual ,LOD. Data in ms 
from IERS. e) Detrended 
1895–2015 annual global 
surface average temperature, 
10-year averaged. Data from 
Met Office HadCRUT 4.6. f) 
Dashed line, 8.2–16.6 years 
band-pass of the monthly 
mean total sunspot number. 
Data from WDC–SILSO. 
Grey line, 6.6–11 years band-
pass of the monthly AMO 
index. Black line, inverted 20-
year running correlation of the 
band-pass sunspot and AMO 
data. Black dots as in c, show-
ing their position with respect 
to solar minima.



(Fig. 11.10d black line), while periods of weaker PV and 
higher MT present predominant anomalies of meridional-
type, as should be expected. The effect that these persis-
tent changes in predominant atmospheric circulation pat-
terns have on the transfer of momentum between the at-
mosphere and the solid Earth–ocean cause changes in 
Earth's rotation speed, measured as changes in the length 
of day (see Sect. 10.6).  Periods of increasing zonal circula-
tion correlate with an acceleration of the Earth and a de-
crease in ,LOD while periods of decreasing zonal circula-
tion correlate with a deceleration of the Earth and an in-
crease in ,LOD (Lambeck & Cazenave 1976; Fig. 11.10d 
grey line).  The rotation of the Earth is also affected by 
tidal and core–mantle interaction forces,  changes in at-
mospheric momentum are the main seasonal and interan-
nual factor.  Changes in ,LOD support the existence of 
multidecadal periods of reduced MT and increased zonal 
circulation (grey areas in Fig. 11.10), alternating with pe-
riods of increased MT and reduced zonal circulation. 
Changes in the rate of rotation of the Earth integrate global 
changes in atmospheric circulation that support the global 
effect of MT changes.

Multidecadal changes in MT are the cause of the mul-
tidecadal oscillation known as the stadium-wave, because 
SST changes in the AMO and PDO are a response to 
changes in the global atmospheric circulation. Sea surface 
transfer of energy and moisture to the atmosphere are 
highest at ocean basin's extra-tropical western boundaries 
(Yu & Weller 2007). From there, poleward energy trans-
port is carried out almost exclusively by the meridional 
circulation of the atmosphere (Fasullo & Trenberth 2008). 
A reduction in atmospheric meridional circulation and the 
corresponding increase in zonal circulation mean less 
poleward energy transport, and since annual incoming 
energy is near constant and ocean heat transport is only 
partially dependent on wind-driven circulation, more heat 
accumulates at each latitudinal band, but particularly at 
mid-latitudes. The heat accumulation on land and in the 
sea surface as a result of the reduction in MT, produces the 
stadium-wave effects and an increase in the global tem-
perature. When the global average surface temperature 
anomaly is detrended,  periods of reduced (increased) MT 
correspond to warming (cooling) with respect to the trend 
(Fig. 11.10e). Considering this evidence, the general belief 
(incorporated into models) that the 1940–1975 hiatus was 
due to an increase in aerosols, and the 1975–2000 warm-
ing is due to anthropogenic factors should be re-evaluated.

The causes behind the multidecadal stadium-wave 
changes in MT are unknown. The c.  65-year oscillation is 
non-stationary. Proxy reconstructions indicate that the 
AMO had a shorter periodicity and less power during the 
LIA and a longer periodicity and more power during the 
Medieval Warm Period (MWP; Chylek et al. 2012; Wang 
et al.  2017). A modulation of ENSO by solar activity was 
shown in Sect. 10.4, and a modulation of the changes in 
Earth rotation,  and therefore of changes in atmospheric 
momentum, by solar activity was shown in Sect. 10.5. One 
possibility is that internal variability and external solar 
forcing are responsible for the current periodicity and 
strength of the stadium-wave. Alternatively internal vari-
ability in MT might be responding to the warming trend 
imposed by anthropogenic and natural causes, mainly the 
increase in solar activity associated to the MSM. Interest-
ingly, the four multidecadal climatic shifts recognized in 

the Pacific (Mantua & Hare 2002) took place at or right 
after a solar minimum (Figs. 11.10c & f, dots and dashed 
line), and the two grey areas and middle white area in fig-
ure 11.10 representing alternating MT regimes span three 
solar cycles between solar minima. It has been shown that 
the Holton–Tan effect, that relates the tropical QBO phase 
to the strength of the PV through planetary wave propaga-
tion,  is stronger at solar minima (Labitzke et al. 2006), and 
that the Holton–Tan effect weakened substantially during 
the 1977–1997 period of reduced MT (Lu et al. 2008). 
This implies that during winter at solar minima the strato-
spheric tropical-polar coupling, and the stratospheric-
tropospheric coupling are stronger, and they might consti-
tute an appropriate time for a coordinated shift in MT 
strength that takes effect during the ensuing solar cycle. 
We should see if future MT and climate shifts also take 
place at or immediately following solar minima.

If solar minima are the times when MT shifts occur, 
one interesting correlation may provide an explanation for 
the cause of the c. 65-year oscillation pacing. The AMO 
has a 9.1-year strong frequency peak that is also found in 
the PDO (Muller et al. 2013). This frequency is clearly 
discernible in a 4.5-year averaged AMO index (Fig. 
11.10b black curve). The origin of this clear AMO fre-
quency variability has not been adequately researched, but 
Scafetta (2010) suggests that it has a lunisolar tidal origin. 
The difference in frequency between this reported 9.1-yr 
tidal cycle and the 11-yr solar cycle is such that they 
change from correlated to anti-correlated (i.e. constructive 
to destructive interference) with a periodicity that not only 
matches the AMO, but is exactly synchronized to it (com-
pare black curves in Fig. 11.10b & f). One can speculate 
that a constructive or destructive interference between the 
effect of oceanic and atmospheric tides on the tropospheric 
component of MT and the effect of the solar cycle on the 
stratospheric component of MT might result in the peri-
odical change in MT strength that produces the observed 
climatic shifts. In support of this hypothesis two intrinsic 
components of c.  4.5 and 11 years are found in the Fourier 
analysis of the daily NAO autocorrelation series (Ál-
varez–Ramírez et al. 2011). The 11-year component is 
phase synchronized to the solar cycle except during solar 
minima,  indicating that NAO predictability increases with 
solar activity,  and became strongly anti-correlated during 
the 1997 solar minimum, when the 97CS took place. A c. 
65-yr climate oscillation that depends on solar activity 
would explain both the changes in intensity and periodic-
ity over the last centuries as solar activity has been chang-
ing. Its 20th century intensity and periodicity is the result 
of the MSM and should change if solar activity changes 
over several decades.

It can be argued that when a detrended quasi-periodic 
oscillation in the climate system displays little amplitude 
variation from one period to the next, over time-multiples 
of its period should average to zero. Similarly,  other fac-
tors known to affect MT, like the QBO and ENSO average 
to zero in similar or shorter timeframes. However, AMO 
reconstructions show that its values and amplitude have 
increased greatly over the last two cycles, since about 
1850 (Moore et al.  2017). This change in the c. 65-year 
oscillation suggests that MT is important in Modern 
Global Warming,  since it coincides with the strong melting 
of glaciers and increase in sea-level rise that started around 
1850 and precedes the strong increase in CO2 emissions 
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after 1945 (Boden et al.  2009).  There is an external factor 
that affects MT  and does not average to zero even in very 
long timeframes. It is solar activity, that is known to pre-
sent centennial and millennial cycles (see Chap. 8).  There 
has been a long-standing scientific debate about whether 
there is an important effect of solar activity on climate. 
Sunspot records show that the average number of sunspots 
increased by 24% from the 1700–1843 to the 1844–1996 
period (Fig. 11.11). Solar variability is clearly involved in 
MT variability (see Sect.  10.4 to 10.6). The effect that so-
lar variability has on MT, and the effect that MT has on the 
planet's energy imbalance (Figs. 11.7g & 11.8) settles the 
controversy on the solar activity effect on climate.

11.6 The search for a controversial sun-
climate connection
Sunspots, known from antiquity,  were first observed with 
a telescope in 1610. Variable stars were discovered in 
1638. However, it was not until 1801 when William Her-
schel was the first to publish a connection between sun-
spots,  the hypothesized variable nature of the Sun, and 
climate: “I am now much inclined to believe, that open-
ings (sunspots) with great shallows, ridges,  nodules, and 
corrugations, instead of small indentations, may lead us to 
expect a copious emission of heat,  and therefore mild sea-
sons.” (Herschel 1801). He then initiated 220 years of 
controversy over the role of solar variability in climate 
change when in his article he proceeded to link the relative 
abundance of sunspots to the price of wheat in England, as 
a climate proxy; a result now seen with skepticism. In 
1843 Heinrich Schwabe published his observation that 
changes in the number of sunspots followed on average an 
11-year period. In the following decades a multitude of 
reports were published correlating sunspots to all sorts of 
weather and climate variables. Poor statistics and the in-
consistency of the reported correlations,  together with a 

lack of mechanism, led to the dismissal of the sun-climate 
connection hypotheses after the 1930s.

During the first half of the 20th century the solar out-
put was believed to be constant. Instrumental measure-
ments at the surface were too variable and imprecise to 
detect a significant change in solar output until satellite 
measurements started in the 1970s. Nevertheless, solar 
physicists were convinced from the 1950s onward that the 
sun was a variable star. Together with a revision of the 
sunspot record and the acceptance of the radiocarbon re-
cord as a proxy for past solar activity prior to sunspot re-
cords, solar variability led to a revival of the sun-climate 
connection hypotheses in the mid-1970s.

Several authors connected the coldest periods of the 
LIA with the Maunder and Spörer Grand Solar Minima 
(Eddy 1976). The revival of the sun-climate connection 
was short-lived, after the satellite data showed that Total 
Solar Irradiance (TSI) varied only by 0.1 % over the solar 
cycle, and the climate effects proved to be elusive once 
more and difficult to explain. By the mid-1980s this area 
of research was again discredited, after the confirmation of 
global warming and its explanation by the CO2 hypothesis. 
Sun-climate connection supporters had trouble explaining 
a significant effect from such a small change in TSI with-
out a great sensitivity to the small solar changes. Besides, 
these changes did not correlate well with surface tempera-
ture,  and appeared to run opposite between 1980–2000 
(solar cycles SC21–23) when temperatures increased, and 
solar activity decreased. It is a mistake to assume that 
changes in TSI are the only way solar activity affects cli-
mate; and in fact, solar activity during the 1980–2000 pe-
riod was above or at the 300 year average (Fig. 11.11).

If anything has been made clear in these past 220 
years is that the sun-climate connection, that paleoclimatic 
evidence strongly supports, cannot be a simple linear re-
gression or it would have been discovered long ago. And 
insufficient evidence for a complex relationship should not 
lead to rejection or dismissal, but to more research. Frie-
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Fig. 11.11 Solar cycle departure from 1700–2020 average solar activity
Top, the 320-yr average yearly sunspot number is subtracted from the sum of the yearly sunspot number for all the years of each cycle 
divided by the number of years in the cycle. Bar width is proportional to cycle duration. Thick line is the linear trend. The Modern Solar 
Maximum (1935–2005), during which no solar cycle was below average, is indicated. Bottom, yearly mean total sunspot number. 
Dashed line the 1700–2020 average. Data from WDC–SILSO.



drich von Hayek, in his 1974 Nobel lecture “The Pretense 
of Knowledge,” warned that “there may thus well exist 
better 'scientific' evidence for a false theory, which will be 
accepted because it is more 'scientific', than for a valid 
explanation, which is rejected because there is no suffi-
cient quantitative evidence for it.”

The best argument in favor of an important sun-
climate connection is the one uncovered by Roger Bray 
(1971): the correspondence between past solar activity and 
past climate at the centennial and millennial timescales is 
just too good to ignore. A correspondence that builds up as 
one studies Paleoclimatology with an open mind, and that 
has taken authors like Rohling et al. (2002) to say: “In 
view of these findings,  we call for an in-depth multi-
disciplinary assessment of the potential for solar modula-
tion of climate on centennial scales.”  Magny et al. (2013) 
affirm: “On a centennial scale, the successive climatic 
events which punctuated the entire Holocene in the central 
Mediterranean coincided with cooling events associated 
with deglacial outbursts in the North Atlantic area and 
decreases in solar activity during the interval 11700–7000 
cal BP, and to a possible combination of NAO-type circu-
lation and solar forcing since ca. 7000 cal BP onwards.” 
Hu et al. (2003) state: “Our results imply that small varia-
tions in solar irradiance induced pronounced cyclic 
changes in northern high-latitude environments. They also 
provide evidence that centennial-scale shifts in the Holo-
cene climate were similar between the subpolar regions of 
the North Atlantic and North Pacific, possibly because of 
Sun-ocean-climate linkages.” Just those three articles have 
50 authors who are among the most respected in paleocli-
matology. The sun-climate connection is a common under-
standing among many paleoclimatologists, just not dis-
cussed and often ignored outside the subfield to avoid 
supporting a hypothesis that competes with the dominant 
one. General circulation climate models just have no room 
for a sun-climate connection (see Fig. 9.12c).

After early reports of a relationship between the solar 
cycle and the QBO (Berson & Kulkarni 1968), it was un-
fortunate that just when the global warming-CO2 hypothe-
sis became politically prominent, the first solid evidence 
of the sun-climate connection was discovered by Karin 
Labitzke (1987). She cracked a 186-year old nut. In the 
words of Richard Kerr (1987), senior writer for Science 
magazine: “It suddenly occurred to her to plot on one 
graph the winter time temperature at about 23 kilometers 
over the North Pole during west equatorial winds against 
sunspot number. Perhaps, she reasoned, solar activity 
could only make itself felt under one set of conditions… 
When Labitzke plotted only pole temperatures from the 
QBO's west phase, a strong correlation became clear. The 
more sunspots, the warmer the winter time temperature, 
due to vortex breakdowns and the subsequent intrusion of 
warmer air.” In 1974 Colin Hines had proposed a solar-
climate mechanism that would act at middle and high lati-
tudes in winter, based on anomalous absorption or reflec-
tion of planetary waves. Karin Labitzke's discovery that 
the PV is under solar control depending on QBO, ENSO 
and volcanic aerosol conditions,  provided the tropospheric 
effect that Hines' mechanism required. Labitzke's 1987 
article has been cited many times, but she passed away in 
2015 without receiving the recognition she deserved for 
demonstrating the first solid sun-climate connection after 
186 years of continuous attempts. She was unlucky that 

the dominant hypothesis does not have a place for her 
finding. Thirty more years of data have confirmed 
Labitzke's finding (see Fig. 10.13).

The change in TSI from solar cycle minimum to 
maximum (c. 0.17 W m!2 globally averaged; Gray et al. 
2010) is too small to even account for the c. 0.14 °C sur-
face warming observed for the solar cycle, and some re-
gional responses are clearly above what should be ex-
pected based on energy changes alone, so it is generally 
accepted that there must exist some amplification mecha-
nism, and two of them have been confirmed by observa-
tions and to a certain degree reproduced in models. The 
more direct one involves the amplification of the solar 
cycle signal after it heats the surface and, thus, has been 
termed the “bottom-up” mechanism (Fig. 11.12a). It would 
act in the tropical region strengthening the Hadley and 
Walker circulations through increased evaporation, mois-
ture transport towards the Intertropical Convergence Zone 
and precipitation there, reducing tropical cloud cover and 
acting as a positive feedback producing more upwelling of 
cold water in the eastern Pacific in a La Niña-like pattern, 
further reducing cloud cover and allowing stronger surface 
heating (Meehl et al. 2009).

A more indirect mechanism acts through differential 
production of stratospheric ozone at the tropics (c.  3%), 
and ozone warming by the larger variation in UV radiation 
(c. 7%) during the solar cycle and has been termed the 
“top down” mechanism (Haigh 1996; Fig.11.12b). The 
signal starts as a large temperature change in the tropical 
stratosphere (c. 1.5 K) that results in anomalous zonal 
winds in the subtropics to maintain thermal wind balance. 
This affects the propagation of planetary waves in winter 
and then the signal follows two routes. The polar route 
affects the strength of the PV, propagating down to the 
troposphere and the surface by inducing NAO anomalies. 
The tropical route would affect the strength of the ascend-
ing branch of the BDC, that determines the temperature of 
the tropical tropopause through the adiabatic cooling of 
ascending air (Gray et al. 2010). Multiple mechanisms 
have been proposed that couple the stratospheric changes 
to tropospheric changes, in many cases affecting the 
strength of the Walker and Hadley circulation.

Although the “bottom-up” and “top-down” mecha-
nisms together could be responsible for the observed cli-
mate changes associated to the 11-yr solar cycle, the result 
is a forcing too small to produce large climate changes 
unless it is maintained for a long time or there are other 
mechanisms not properly accounted for that could alter the 
energy flux at the ToA.

11.7 The Winter Gatekeeper hypothesis
From the solar effects on climate reviewed in sections 
5.11, 6.9, and 8.7, two crucial asymmetries can be de-
duced, one from solar activity, and the other one from its 
effect on climate. The first is that solar variability is 
asymmetrical. Strongly active solar cycles still have low 
activity years, while weakly active cycles lack high activ-
ity years. During multi-decadal periods of persistently 
elevated solar activity, like the 70-year long MSM (1935–
2004), the elevated solar activity is interrupted every 5.5 
years by a solar minimum. Even though Schwabe minima 
during a prolonged maximum are shorter and have more 
activity than minima outside it, they still limit how high 
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solar activity can be above the long-term average. By con-
trast, the fall in solar activity during a grand solar mini-
mum is larger, as the 11-yr Schwabe cycle becomes unde-
tectable and there are no 11-yr solar maxima in sunspots. 
According to Eddy (1976), during the Maunder Minimum 
a decade could pass between two sunspot observations,  
indicating that solar activity becomes low for the entire 
duration of the SGM, and peaks in activity are sometimes 
insufficient to produce noticeable sunspots. The opposite 
to the 70-year long Maunder Minimum (1645–1715) is the 
70-year long MSM (1935–2004), but due to solar asym-
metry the first is readily recognized as a SGM, while the 
second arouses controversy. This asymmetry is intuitively 
understood when we realize that we have identified and 
named multiple SGM from the past, but not a single grand 
maximum, and even the observed MSM is disputed 
(Muscheler et al. 2005). If we define solar grand maxima 
as a symmetrical deviation from long-term average solar 
activity towards the opposite extreme from a SGM, they 
do not exist. The monthly average sunspot number for the 
1749–2021 period is 81.6 sunspots per month (WDC–
SILSO sunspot data).  During the MSM the average was 
108.5,  only a 33% increase. During the Maunder Mini-
mum the decrease must have been close to a 100%. The 
asymmetry in solar variability, implies that activity can 
decrease from the average a lot more than it can increase. 
This has very important repercussions for the solar effect 
on climate and explains why the paleoclimate record read-
ily registers the abrupt climatic effect of prolonged low 

solar activity (see Sect. 4.8 & table 4.1), while the climatic 
effect of prolonged high solar activity is not so obvious. In 
addition, as reviewed in section 8.7,  the evidence suggests 
that reduced solar activity induced by a low in one of the 
solar cycles cannot be compensated by a high in other cy-
cles.  Cyclical solar activity changes would then be sub-
tractive among cycles and not additive,  introducing an 
additional low bias asymmetry in solar activity variability 
over time.

The second asymmetry pertains to the climatic effect 
of persistently altered solar activity. The IPCC only recog-
nizes the effect of linear changes in TSI. As changes in 
TSI are very small (0.1% over the solar cycle), and aver-
age to nearly zero over the medium-term, the IPCC (see 
Fig. 9.12) and climate models see no significant role for 
solar forcing in climate change. However, as we have seen 
in Chap. 10, there is a non-linear solar activity effect that 
acts during cold seasons modifying the Earth's rotation 
speed. These changes reflect differences in the activation 
of the meridional atmospheric circulation responsible for 
the amount of heat transported to the poles during the cold 
season, when the insolation and temperature latitudinal 
gradients are steepest. This cold-season specific effect, 
tied to the strength of the PV, is seen in climate reanalysis 
and observations that indicate that it affects atmospheric 
and oceanic phenomena, including the AO and NAO, 
blocking events frequency, zonal wind strength, the sub-
polar gyre strength, and the North Atlantic winter storm 
track. Unlike the effect of changes in TSI that is year-
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Fig. 11.12 Summary of proposed amplification mechanisms for solar variability effects on climate
a) Bottom-up mechanisms. Only the tropical Pacific during the boreal winter is represented. In less clouded subtropical areas, peak solar 
activity increases evaporation. The enhanced moisture is transported by trade winds to convergence zones increasing precipitation, and 
strengthening Walker (not shown) and Hadley circulations. Intensified trade winds increase equatorial ocean upwelling reducing equato-
rial SST and driving a cloud reduction, through enhanced subsidence, that acts as a positive feedback similar to La Niña conditions, al-
lowing more solar radiation to reach the surface. The Hadley circulation expands poleward increasing the area of the tropics. After the 
solar peak, the eastern equatorial surface transitions to higher SSTs a couple of years later. The effect is stronger during the boreal winter. 
b) Top-down mechanisms. The NH and the tropical SH during boreal winter are represented. UV solar irradiance, variable with the solar 
cycle, is responsible for the ozone layer and its temperature gradients. Different types of tropical waves (orange) originating from convec-
tion, are responsible for the creation and maintenance of the quasi-biennial oscillation (QBO), that together with the Brewer–Dobson 
circulation is responsible for the poleward transport of ozone. The position of the subtropical Jet Stream is determined by the Hadley 
circulation, while the strength and position of the Jet Stream and the Polar Night Jet depend on the strength of the polar vortex. Depend-
ing on stratospheric conditions, planetary-scale Rossby waves (red) can be deflected during the winter, causing stratospheric warming 
and a weakening of the polar vortex. The polar vortex determines the winter state of the Arctic Oscillation (AO), which strongly influ-
ences the North Atlantic Oscillation (NAO). Solar activity level, through its effect on stratospheric conditions, influences Northern Hemi-
sphere winter weather far more than its small change in irradiance suggests. The ITCZ, Intertropical Convergence Zone, is the climatic 
equator.



round and global, this non-linear cold season-specific ef-
fect must result in important changes in the amount of heat 
directed to the dark pole. This heat is mainly destined to 
exit the planet, as ice has great thermal insulation proper-
ties (igloos are based on that principle). Most of the heat 
delivered to the pole in winter is radiated as OLR in the 
long clear-sky polar night independently of the amount of 
CO2 in the atmosphere. In fact, an increase in CO2 could 
favor energy loss at the winter pole due to higher radiative 
cooling from warmer than surface CO2 molecules under 
temperature inversion conditions (van Wijngaarden & 
Happer 2020). The delay and increase in effective radia-
tion height due to the greenhouse effect (GHE) matters 
little in the polar night, as the heat retention capability is 
greatly reduced by the strong decrease in cloud cover that 
accompanies the polar winter (Eastman & Warren 2010), 
and the low absolute humidity of the winter polar atmos-
phere.

The winter asymmetric effect of solar activity on cli-
mate establishes solar variability as the most important 
long-term gatekeeper of the great amount of heat that 
leaves the planet at the poles every cold season, the main 
heat sink for the planet (see Sect. 10.3; Fig. 10.4). This 
role is termed here “the Winter Gatekeeper hypothesis” 
(WGK-h), and could conceivably dominate over GHE 
changes, that produce a relatively small forcing over the 
entire planet,  if the energy involved is sufficiently large 
during long periods of persistently altered solar activity, 
like the LIA and MSM.

The WGK-h (Fig. 11.13) states that the level of solar 
activity is one of several factors that determine zonal 
winds strength and thus the propagation properties of the 
winter atmosphere to planetary waves. Poleward and up-
ward wave propagation controls PV strength, that is the 
main modulator of heat and moisture MT towards the 
winter pole. Winters of high (low) solar activity promote 
stronger (weaker) zonal circulation reducing (increasing) 
MT, leading to a colder (warmer) Arctic winter, warmer 
(colder) mid-latitudes winter, warmer (colder) tropical 
band due to reduced (increased) BDC upwelling, and 
lower (higher) energy loss at the winter pole. The differ-
ence in energy loss at the winter pole is large enough to 
greatly affect the climate of the planet when solar activity 
is consistently high or low for several consecutive solar 
cycles (i.e. decades).

The annual effect of solar activity on winter MT  is 
variable, because ENSO, the QBO, stratospheric volcanic 
aerosols, and other climatic conditions also affect the 
strength of zonal winds, and thus the climatic result on a 
given year can be opposite to the one expected from solar 
activity alone. As MT depends on atmospheric and oceanic 
transport,  it responds not only to the stratospheric signal 
that involves solar activity, but also on a tropospheric one 
that involves the ocean (Fig. 11.13). This double variabil-
ity leads to the inconsistency of solar effects that have 
plagued solar-climate studies. Solar signal is part of a 
complex system that determines the strength of winter MT, 
but its long turnover rate (decadal to multidecadal) has a 
strong cumulative effect at times.

The WGK-h implies that the solar effect on climate 
has a profound bias towards cooling, as revealed by paleo-
climatic studies. During multidecadal periods of high solar 
activity, like the MSM, over the course of a solar cycle a 
few years of high solar activity are followed by a few 

years of low solar activity, while during multidecadal peri-
ods of low solar activity, like the Maunder Minimum, all 
years display low solar activity. Although some winters, 
ENSO, the QBO and volcanic eruptions might induce the 
opposite effect to solar activity,  their action is either tem-
porary or oscillatory and tends to zero over time. Solar 
activity, however, might be reduced during several con-
secutive solar cycles (Fig. 11.11), and the resulting energy 
loss by the planet during most winters for several decades 
is cumulative, leading to global cooling. Since SC16 dur-
ing the 1920s we have not seen a prolonged period of low 
solar activity until the 97CS. High solar activity during the 
MSM has very likely favored energy conservation by the 
planet contributing to global warming. Since 1997, re-
duced solar activity has promoted a larger energy loss at 
the winter pole, contributing to a hiatus in global warming 
known as the pause. If correct, the pause is likely to con-
tinue until solar activity becomes high again.

The mechanisms for the solar effect on climate are 
already known. Differential heating of ozone by UV, creat-
ing a temperature gradient in the stratosphere that affects 
zonal wind strength, and through planetary waves the PV, 
propagating to the troposphere through thermal wind bal-
ance and stratosphere-troposphere coupling (Lean 2017). 
However, the WGK-h proposes that the long-term climatic 
effect of solar variability is mediated through its effect on 
the MT of heat towards the winter pole, and that the 
stronger global climatic effects are due to cumulative en-
hanced energy loss at the winter pole during prolonged 
periods of low solar activity. The main role for solar vari-
ability in climate is to act as a winter gatekeeper,  promot-
ing energy conservation during years of high solar activity 
and allowing a higher energy loss during years of low so-
lar activity. Geographic determinants establish that the 
solar energy gatekeeping role is more variant and can have 
a larger effect in the North Atlantic winter storm track than 
at the South polar cap.

The WGK-h explains the strong paleoclimatic effect 
of periods of prolonged low solar activity, like the LIA, 
and its alternation with warmer periods like the MWP or 
Modern Global Warming according to a c. 1000-yr solar 
cycle revealed by solar and climate proxies (Marchitto et 
al. 2010; see Fig.  8.3),  known as the Eddy Cycle. It also 
explains why the North Atlantic region behaves as a cli-
mate variability hotspot. Many paleoclimatic features like 
Bond events,  Dansgaard–Oeschger events, Heinrich 
events,  the MWP or the LIA manifest primarily and more 
prominently in the North Atlantic region, that constitutes a 
preferred corridor for MT. Several of these features, like 
Bond events (Bond et al.  2001), the MWP and the LIA 
have been linked to concurrent long-term changes in solar 
activity by many authors. Changes in MT constitute per-
haps the main climate change factor in sub-Milankovitch 
frequencies, and solar activity is one of its variability main 
determinants, but not the only one.

The WGK-h explains the WACC pattern linked to 
solar activity (Kobashi et al.  2015), when the Arctic warms 
and the northern continents cool during the winter due to 
changes in MT. It explains why Arctic sea-ice suffered a 
great reduction at the 97CS and not during the previous 
decades of global warming. It also explains Arctic amplifi-
cation since 2000 as a cold season phenomenon, with little 
summer amplification as a manifestation of low solar ac-
tivity. The hiatus in global warming is a reduction in the 
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time derivative of global average surface temperature or 
the time derivative of OHC (Dewitte et al. 2019). The 
WGK-h explains how the reduction in solar activity con-
tributed to the 97CS that caused the hiatus. And if the hia-
tus in global warming can be attributed at least in part to 
the reduction in solar activity, according to the WGK-h, 
then the 20th century warming must also have a high solar 
activity component during the MSM. The relative contri-
butions to modern warming from solar activity and an-
thropogenic factors might be difficult to separate, but if 
high MT is capable of stopping or greatly reducing the rate 
of warming during the Pause, despite a constant increase 
in GHG forcing, it is reasonable to suppose that both 
might have contributed similarly to the previous warming.

The WGK-h explains why the semi-annual compo-
nent of the changes in the Earth's speed of rotation,  mani-
fested as ,LOD changes, responds to changes in solar 
activity (Le Mouël et al. 2010).  It also explains why the 
multidecadal trend in ,LOD changes correlates with cli-
matic changes (Lambeck & Cazenave 1976; Mazzarella 
2013). The WGK-h also explains the solar modulation of 
ENSO (see Sect. 10.4). As low solar activity promotes a 
stronger MT, it induces La Niña conditions at the equato-
rial Pacific, probably in response to a higher BDC upwel-
ling through tropical stratosphere-troposphere coupling. 
This is the opposite effect to tropical volcanic eruptions 
that produce a weaker MT and stronger PV, inducing El 
Niño conditions in the equatorial Pacific probably through 

a reduction in tropical upwelling by the opposite mecha-
nism.

The evidence supporting the WGK-h is profuse. Pa-
leoclimatic evidence supports a linkage between pro-
longed low solar activity and planetary cooling (see Chap. 
5 & 8), particularly or more prominently in the North At-
lantic region (Bond et al.  2001; Jiang et al. 2015). Low 
solar activity is also linked to a WACC pattern indicative 
of a more active MT during boreal winter (Kobashi et al. 
2015; Porter et al.  2019). The linkage between the pole-
ward transport of heat and the transport of momentum by 
the atmosphere manifests as changes in zonal wind circu-
lation that affect the speed of rotation of the planet and are 
measured by ,LOD. As the semi-annual component in 
,LOD varies according to solar activity (Le Mouël et al. 
2010; Barlyaeva et al. 2014), MT towards the winter pole 
must respond also to solar activity. As required by the hy-
pothesis, stratospheric planetary wave amplitude is modu-
lated by solar activity (Powell & Xu 2011), with low solar 
activity resulting in increased planetary wave amplitude 
that should promote a stronger BDC and weaker PV.

The biennial oscillation (BO) of the PV (Fig. 11.14a) 
results from the solar cycle modulation of the bimodality 
in the QBO and its interaction with the strong polar annual 
variation (Baldwin & Dunkerton 1998; Salby & Callaghan 
2006; Christiansen 2010). This oscillation changes the PV 
from a strong configuration one year to a weak configura-
tion the next. At the 1976–77 climate shift, the bimodality 
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Fig. 11.13 The Winter Gatekeeper hypothesis of solar variability effect on climate
a) High solar activity winters promote a strong stratosphere latitudinal temperature gradient through increased ozone and enhanced ozone 
heating by higher UV radiation. The effect on zonal wind from thermal wind balance alters planetary wave propagation leading to a 
strong polar vortex that reduces meridional transport and heat loss at the winter pole. The effect on the stratosphere temperature gradient 
from high solar activity is opposed by easterly QBO and El Niño conditions, while tropospheric meridional transport is strongly affected 
by the c. 65-year oscillation, here represented over the Atlantic by the AMO, that denotes a weaker transport when it is changing to higher 
values (heat accumulation in the North Atlantic). The climatic effect is enhanced global warming and a cold Arctic/warm continents 
winter pattern. b) Low solar activity winters promote a weak stratosphere latitudinal temperature gradient due to lower UV radiation, 
leading to a weak polar vortex that increases meridional transport and heat loss at the winter pole. The effect on the stratosphere tempera-
ture gradient from low solar activity is opposed by westerly QBO, La Niña conditions and volcanic aerosol forcing. The tropospheric 
meridional transport is strong when the c. 65-year oscillation is in descending phase, and the AMO is changing to lower values (heat re-
duction in the North Atlantic). An increased transport manifests in a faster Earth rotation as zonal winds decrease, and less angular mo-
mentum resides in the atmosphere. The climatic effect is reduced global warming and a warm Arctic/cold continents winter pattern.



in the QBO and the BO weakened resulting in a predomi-
nantly strong vortex phase (Fig. 11.14a; Christiansen 
2010). At the 97CS the bimodality in the QBO and the BO 
changed again to a stronger-bimodality weaker-vortex 
phase. These changes coincide with a 1977–97 phase 
when the effect of the QBO on the strength of the PV by 
the Holton–Tan mechanism weakened considerably (Lu et 
al. 2008). The QBO at 50 hPa, and extratropical winds at 
54°N and 10 hPa broke their correlation while becoming 
more predominantly westerly (positive) as shown by their 

cumulative value (Fig. 11.14b; Lu et al. 2008), effectively 
uncoupling the QBO and the PV for the period 1977–97. 
The stronger PV that coincided with the high activity 
SC21 and 22 resulted in the slight cooling trend in winter 
Arctic temperature (Fig. 11.14c, grey area), while the 
weaker PV that coincided with the medium activity of 
SC20 and 23 resulted in warming trends in the winter Arc-
tic (Fig. 11.14c, white areas). The relationship between the 
strength of the PV and winter Arctic surface temperature is 
very clear.
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Fig. 11.14 Polar vortex, zonal wind, Arctic temperature and the solar cycle
a) October–March mean vortex at 20 hPa, as the leading principal component of the mean geopotential height north of 20°N empirical 
orthogonal function, from the NCEP/NCAR reanalysis dataset. Higher values denote a strong vortex for that winter. Circa 1976 a regime 
shift took place from a weak vortex displaying bimodality to a stronger vortex with unimodality. The opposite shift took place c. 1997. 
Dotted lines are average values for the periods separated by 1976 and 1997. After Christiansen 2010. b) Black line, cumulative of the 3-
year averaged November–March average zonal-mean zonal wind at the equator at 50 hPa (right scale). Grey line, cumulative of the 3-
year averaged November–March average zonal-mean zonal wind at 54.4°N at 10 hPa (left scale). Dotted lines, linear trends for the cumu-
lative 54.4°N data for the periods 1959–65, 1965–76, 1976–97 and 1997–2004. Data from Lu et al. 2008. c) Winter (December–Febru-
ary) mean temperature anomaly calculated from the operational atmosphere model at the European Center for Medium-range Weather 
Forecast for the +80 °N region. Dotted lines, linear trends as in b) except the last period ending in 2010. Data from the Danish Meteoro-
logical Institute. d) Black line, sunspot spotless days in a running 6-month window. Grey line, monthly sunspots. Horizontal dotted lines 
are the average monthly number of sunspots for each solar cycle (SC). Vertical dashed lines mark the solar minima. Data from WDC–
SILSO.



As required by the WGK-h, seasonal patterns of 80–
90 °N temperature anomaly display very important 
changes over time (Fig.  11.7i). Arctic summer and winter 
temperature anomaly did not display any significant long-
term deviation from average during the 1970–99 period, 
indicating a surprising lack of effect from the global 
warming experimented by most of the planet at the time, 
and in stark contrast to the polar amplification predicted 
by theory.  Starting in 1997,  Arctic summer temperature 
anomaly displays a small decrease of about half a degree 
(Fig. 11.7i), while Arctic winter temperature anomaly ex-
periments a huge increase reaching +8 °C average during 
the 2017–18 winter (Fig. 11.15). The heat responsible for 
this winter temperature increase is transported to the Arc-
tic from lower latitudes (see Sect. 10.3). It is paradoxical 
and contrary to the prevalent view, that Arctic warming 
was less pronounced during the rapid global warming pe-
riod of the 1980s and 1990s and is more pronounced in 
coincidence with a period of reduced warming that has 
been termed the pause or hiatus in global warming.  This 
apparent contradiction can be resolved if solar activity 
regulates the amount of heat directed to the poles during 
winter. According to this WGK-h,  the increase in winter 
poleward heat transport responsible for the temperature 
increase in the Arctic in that season is contributed by the 
persistent decrease in solar activity since 2004. The nega-
tive correlation between long-term solar activity and Arc-
tic winter temperature is clear (Fig. 11.15).

When solar activity is low the effect of the equatorial 
stratosphere on the PV (Holton–Tan effect) is stronger and 
the PV becomes anomalously weaker. Thus, at solar 
minimum the solar effect is maximum. The biggest posi-
tive deviations from trend in winter Arctic temperature 
usually take place during solar minima (Fig. 11.15). The 
climatic shifts of 1976 and 1997 taking place at the solar 
minimum constitutes evidence of the WGK-h. The 1925 
shift also took place at the SC15–16 minimum, and the 
1946 shift at the SC17–18 minimum (Fig. 11.10c & f; 
Mantua et al. 1997).  Solar activity level between minima 
determines the level of equatorial-polar atmospheric cou-
pling and the Arctic climate over that cycle (Fig. 11.14d). 
Since regime shifts in atmospheric circulation and climate 
appear to take place at solar minima, over the following 
years the activity of the solar maximum determines if a 

shift takes place. If the activity is similar to the prior cycle 
there is no shift, if it is markedly different the shift starting 
at the solar minimum is confirmed. A predictable result is 
a higher frequency of climate phases that span two solar 
cycles, like the 1976–1997 period, providing an explana-
tion for the repeated finding of a 22-year solar signal in 
climate proxies,  like the bidecadal drought rhythm in the 
Western US (Cook et al. 1997), or tree-ring width in the 
Arctic (Ogurtsov et al. 2020) and Southern Chile (Rigozo 
et al. 2007).

Numerical model experiments on the impact of strato-
spheric zonal wind changes that reproduce solar signals in 
observations,  when extended over 50 years of weak or 
strong stratospheric polar-night jet show that the persistent 
weakening of the PV leads to a very strong surface cooling 
over high and middle northern latitudes (Kodera et al. 
2016). The cooling, consistent with LIA features, results 
from dynamical processes and increased albedo and can be 
explained by a change in the UV part of the solar spec-
trum, despite very little total energy change.

A strengthening of the lower branch of the BDC under 
low solar activity conditions was proposed by Kodera & 
Kuroda (2002) and reproduced in numerical experiments 
by Matthes et al. (2010). It has been observed in reanalysis 
(Rao et al. 2019), where the BDC shows a significant 
strengthening at the 97CS. Observationally,  the shift in-
volved an important cooling of the tropical tropopause 
proportional to the decrease in stratospheric water vapor 
measured at the time (Fig. 11.7c; Randel & Park 2019). 
The cooling at the tropopause is due to an enhanced adia-
batic cooling from the increased tropical upwelling that 
results in a deeper dehydration of the air entering the 
stratosphere and a reduction in tropical ozone due to en-
hanced transport (Hood 2003; Gray et al. 2010). The 
changes in ozone amplify the solar signal. However, the 
pattern of solar induced changes in the tropical tropopause 
layer are complex and at solar minimum the tropopause 
cooling takes place over the eastern Pacific/Atlantic while 
at solar maximum there is cooling over the Indian Ocean/
western Pacific (Krüger et al. 2008), indicating that the 
changes in the BDC are not only in intensity, but also in 
the location of the dominant upwelling locations. The 
solar-induced surface temperature pattern changes at these 
locations are opposite to the tropopause temperature 
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Fig. 11.15 Arctic winter tem-
perature is solar modulated
Black curve, smoothed 10.7 cm 
solar flux as a proxy for solar 
activity. The third order poly-
nomial least-squares fit has been 
calculated with all the data 
available since 1947 to reduce 
the border effect in the graphed 
data. Data from the Royal Ob-
servatory of Belgium STAFF 
viewer. Red curve, winter (De-
cember–February) mean tem-
perature anomaly calculated 
from the operational atmosphere 
model at the European Center 
for Medium-range Weather 
Forecast for the +80 °N region, 
with a third order polynomial 
least-squares fit. Data from the 
Danish Meteorological Institute.



changes, as there is surface warming in the eastern Pacific 
and cooling over the Indian and central Pacific oceans 
during low solar activity (Kodera et al. 2016). White et al. 
(2003), demonstrated that the upper ocean tropical diabatic 
heat storage budget experiments decadal anomalies phase-
locked to the solar cycle, but they are almost an order of 
magnitude too strong to be caused by changes in solar 
irradiation. The evidence supports the idea that the in-
crease in MT required by the WGK-h at times of low solar 
activity takes place in part through a strengthening of the 
BDC that increases the energy flux from the ocean to the 
troposphere, and then to the stratosphere, through in-
creased atmospheric upwelling at certain regions produc-
ing many of the effects assigned to the “bottom up” 
mechanisms of solar effect. The regulation of the BDC by 
solar activity is also strongly modulated by the QBO phase 
(Matthes et al. 2010) since it depends on planetary wave 
propagation.

There are many consequences of the solar-induced 
changes in the Arctic. The WGK-h requires an increase in 
cold-season Arctic OLR when decadal solar activity de-
creases. This increase was observed at the 97CS (Fig. 
11.8). The energy lost since 1997 at the poles must have 
contributed to the pause in global warming. At the same 
time the strong wintertime warming in the Arctic has little 
effect on the regional cryosphere, as Arctic winter tem-
perature is c. 25 °C below freezing on average. Mean-
while, the modest summer temperature decrease has a sta-
bilizing effect on summer sea-ice that displays a pause in 
extent change since 2007 (see Fig.  13.11). We have the 
apparently paradoxical result that the big increase in 
yearly averaged Arctic temperature, that is being publi-
cized as evidence of hefty Arctic amplification, coincides 
with a pause in Arctic summer sea-ice extent change that 
might even lead to a modest increase in summer sea-ice 
over the present solar cycle (SC25, 2020–c. 2031). Unless 
the Arctic temperature increase is seasonally analyzed,  it is 
difficult to understand what is happening, but then it be-
comes clear that the Arctic amplification is not actually an 
amplification of global warming.  Arctic winter warming is 
a strong indication that the climatic effect of solar variabil-
ity is being profoundly misunderstood, and the contribu-
tion from the MSM in solar activity to modern global 
warming is much larger than accounted for in IPCC re-
ports and current climate models. It doesn't escape this 
author that if the WGK-h were accepted, the urgency to 
combat climate change would greatly diminish, something 
that is unlikely to happen soon. A clear prediction from 
this hypothesis is that Arctic winter temperature anomaly 
will start to decrease when a new active solar cycle takes 
place. This could happen with solar cycle 26, predicted to 
increase in activity c. 2032 (see Fig. 13.6).

11.8 An outline for planetary 
climatology
The planet has been in the Late Cenozoic Ice Age for the 
past 34 Ma because it is hemorrhaging heat at the winter 
pole from two gigantic cooling radiators.  In the early Ce-
nozoic, heat loss at the winter pole was limited by an in-
tense cloud-, fog-, and water vapor-GHE during the polar 
night.  For unknown reasons the climate started a transition 
from the late Triassic–early Cenozoic warm mode to the 

late Cenozoic cool mode (Frakes et al. 1992), in what ap-
pears to be a c.  150-Myr cycle (see Fig.  9.4). The water 
vapor reduction associated with the cooling is what drove 
the increasing heat loss at the winter pole.  With the cool-
ing the LTG increased, and the MT responded by trans-
porting more heat to the winter pole, intensifying planetary 
heat loss. Through this positive-feedback the planet slowly 
cooled from the surface to the bottom of the ocean, driving 
a reduction in CO2 levels. If it is indeed a 140-Myr cycle, 
an inverse process should take the planet out of the ice age 
over the next 50 Myr.

MT is the answer to why and how the climate changes 
at all timescales. The amount of energy the planet receives 
only changes significantly due to the annual revolution, as 
the Earth changes its distance from the sun, and due to 
eccentricity changes (95, 125 and 405 kyr cycle). There is 
speculation that it might change at longer timescales as the 
solar system moves around the galaxy center (see Sect. 
9.3.2). At all other timescales between 1 year and the ec-
centricity cycle the amount of energy the planet receives 
does not vary significantly. The energy received at the ToA 
during the Last Glacial Maximum, 20 ka, and the Holo-
cene Climatic Optimum, 9 ka, was essentially the same. 
The planet surface temperature difference, however,  is 
thought to have been about 6 °C (Tierney et al. 2020). Nei-
ther albedo nor GHG changes can explain why and how 
the planet transitioned from the glacial maximum to the 
optimum. Both states are quite stable and cannot be very 
sensitive to small changes in albedo and GHGs that at 
times during the c. 90-kyr long glacial period manifested 
important variations (Ahn & Brook 2014). The explana-
tion obviously lies in the different distribution of the near-
constant incoming solar radiation over the geometry of the 
planet that changes its orientation towards the sun, known 
as Milankovitch forcing. The difference in energy at the 
equator from changes in Earth orientation is small, but 
grows with latitude,  so the latitudinal insolation gradient is 
the foremost physical parameter that determines climate, 
and it does so by altering the LTG (Davis & Brewer 2009; 
see Fig. 2.17) that, in turn, strongly affects MT. In theory 
MT should not affect the energy balance of the planet,  
because it just moves energy within the system, but the 
polar regions during the cold season suffer a tremendous 
GHG deficit with respect to the global average, and OLR 
varies with MT. Forcing of LTG by insolation gradient 
changes explains the propagation of orbital signatures 
through the climate system caused by changes in MT. 
Climate models treat LTG as an emergent feature, overes-
timating the role of GHGs in driving polar amplification 
(Davis & Brewer 2009), neglecting the role of MT.

For multi-decadal to centennial timescales, MT is still 
the most important determinant for climate change, and 
larger than the increase in non-condensing GHGs. In addi-
tion to planetary LTG changes, MT responds to changes in 
the zonal-mean zonal wind strength. Most of the transport 
is carried out by the atmosphere through the meridional 
circulation and across the PV (Fig.  11.16). A decrease in 
zonal wind strength not only results in an increase in me-
ridional wind strength, but also in a weakening of the PV 
through the propagation of planetary waves, increasing 
MT. Zonal wind strength is favored by a strong strato-
spheric LTG through thermal wind balance,  and affected 
by tropospheric changes in ocean-atmosphere circulation. 
The ToA energy gain/loss ratio is largest at the tropical 
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bands and the energy is absorbed by the climate system 
mainly at two levels, the tropical ozone layer for the UV 
part of the spectrum and the ocean photic zone for the 
visible part (Fig. 11.16). 3.85 W/m2 of 200–300 nm UV 
energy are absorbed at the stratosphere (Eddy et al. 2003; 
one fourth of 15.4 W/m2), constituting 5 % of the solar 
energy absorbed by the atmosphere, and 1.6 % of the total 
solar energy absorbed by the climate system (Wild et al. 
2019). Tropical heat and moisture are transported towards 
the winter pole, where the ToA energy gain/loss ratio is 
most negative. The amount transported depends on the 
energy distribution from the ozone control center and from 
the equatorial ocean, where the most prominent distribu-
tion center is ENSO due to the large size of the Pacific 
basin. At the polar end, transport depends on the PV, 
whose strength is determined by the stratospheric LTG 
created at the ozone control center, and by planetary wave 
generation and transmission. A strong PV reduces the in-
tensity of the entire transport system all the way to its ori-
gin at the tropical sea surface mixed layer, not only 
through a reduction in BDC upwelling, but also in synop-
tic heat transport by the atmosphere to the pole, that results 
in oceanic heat accumulation, inducing a positive phase at 
the internal modes of variability,  AMO and PDO. PV 
strength also limits cold air export from the Arctic towards 
the continents, alternating between WACC and cold 
Arctic/warm continents winter conditions. This tempera-

ture pattern contrast is a reflection of tropospheric winter 
MT.

Today we know that what keeps the winter pole from 
being much colder is the MT. What we don't appear to 
know is that the same MT is responsible for the heat loss 
that keeps the planet in an Ice Age (Fig. 11.17). MT is the 
climate control knob, and it responds primarily to the 
LTG. This planet's lower troposphere has an overabun-
dance of the GHG water vapor, which is only scarce in 
Antarctica and the Arctic in winter.  Two factors limit the 
heat loss by the planet from the winter pole. Winter sea-ice 
limits the heat loss by the ocean. Less winter sea-ice 
means more cooling from increased heat loss, not more 
warming.  The PV limits the heat loss by the atmosphere 
by keeping a strong low-pressure center above the winter 
pole with very cold air inside that limits heat-loss by radia-
tive cooling. Arctic winter warming by warm moist air 
advection from mid-latitudes increases heat-loss by the 
planet. The GHG content in the Earth's atmosphere is low-
est at the winter poles due to cold-air lowering the water 
vapor content,  and reduced moisture flux through sea-ice. 
Average absolute humidity as low as 0.2 g/m3 can be re-
corded for the month of January on the Arctic surface, and 
it is 10 to 1000 times lower a few kilometers above the 
surface (Tomasi et al. 2020). Under polar nighttime condi-
tions, the Arctic atmospheric increase in GHG content and 
temperature due to moisture and heat transport from mid-
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Fig. 11.16 Winter meridional transport outline
Energy gain/loss ratio at the ToA determines the maximal energy source at the tropical band and the maximal energy sink at the Arctic in 
winter. Incoming solar energy is distributed at the stratosphere and troposphere/surface where it is subjected to different transport modu-
lation. Energy (white arrows) ascends from the surface to the stratosphere at the tropical pipe (left dashed line) and is transported towards 
the polar vortex (right dashed line) by the Brewer–Dobson circulation. Stratospheric transport is determined by UV heating at the tropical 
ozone layer, that establishes a temperature gradient affecting zonal wind strength through thermal wind balance, and by the QBO. This 
double control determines the behavior of planetary waves (black arrows) and determines if the polar vortex undergoes a biennial cou-
pling with the QBO (BO). At the tropical ocean mixed-layer ENSO is the main energy distribution modulator. While the Hadley cell par-
ticipates in energy transport and responds to its intensity by expanding or contracting, most energy transport in the tropics is done by the 
ocean. Changes in transport intensity result in the main modes of variability, the AMO and PDO. Outside the tropics most of the energy is  
transferred to the troposphere, where synoptic transport by eddies along storm tracks is responsible for the bulk of the transport to high 
latitudes. The strength of the polar vortex determines the high latitudes winter climate regime. A weak vortex promotes a warm Arctic/
cold continents winter regime, where more energy enters the Arctic exchanged by cold air masses moving out. Jet streams (PJS, polar; 
TJS, tropical; PNJ, polar night) constitute the boundaries and limit transport.
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Fig. 11.17 Meridional transport as the main determinant for climate evolution
a) Left, mountain ranges and ocean gateways affecting meridional transport in the Cenozoic. Black boxes indicate active, well-developed 
geological features affecting meridional transport. Red boxes indicate features undergoing development. The Arctic Gateway began open-
ing about 55 Ma. The Tasman Gateway opened between 36 and 30 Ma, while the Drake Passage opened either at 30 Ma or around 20 Ma. 
Vertical arrows indicate meridional transport (global cooling) is favored, and horizontal arrows zonal transport (global warming) is fa-
vored. Right, the world in the Pleistocene has developed significant geological features that favor meridional transport. The Himalayas 
reached modern elevation by about 15 Ma. The Indonesian Passage is still open, but significant restrictions occurred at about 11 Ma. The 
Bering Strait began its existence about 5.3 Ma, while the Panama Gateway completed closure around 3 Ma. After Lyle et al. 2008. Red 
boxes indicate geological changes affecting meridional transport. b) Black curve, global deep-sea !18O data as a temperature and conti-
nental ice proxy. Full bar above represents ice volume >50% of present, and dashed bar )50%. After Zachos et al. 2001. Red curve, aver-
age CO2 data after Beerling & Royer 2011. See Fig. 9.8 for details. c) High resolution !18O changes in benthic foraminiferal calcite show 
that Antarctic glaciation took place faster than previously thought, in two steps. At the end of the Eocene, Antarctica had already devel-
oped several ice sheets in altitude. A tipping point was reached when low eccentricity (grey bar) promoted ice growth at a time when low 
obliquity amplitude (box) promoted summer ice survival, triggering Antarctic glaciation in just 80 kyr. The glaciation was completed 400 
kyr later during another period of low eccentricity (grey bar). After Coxall et al. 2005. At the early Eocene (52 Ma) the world geography 
was very favorable to zonal circulation. There was a well-developed circumglobal seaway formed by the Tethys Sea, the Panama Gate-
way and the Indonesian Passage. After the Mid-Oligocene Glacial Interval c. 26 Ma, and until the end of the Mid-Miocene Climatic Op-
timum at c. 14 Ma (a 12 Myr interval) the planet entered a warm period that apparently nobody can explain. At the time CO2 levels col-
lapsed, according to proxies (Beerling and Royer 2011), from 450 to 200 ppm, and remained very low for the entire period except during 
the time of the Columbia River Flood Basalt flows. So, during the Late Oligocene to the Mid-Miocene warm period, CO2 changes do not 
explain temperature changes. Recent research suggests most of this period was characterized by a strongly reduced LTG (Guitián et al. 
2019), indicative of reduced MT. The climatic isolation of Antarctica by the Antarctic Circumpolar Current and the Southern Annular 
Mode must have hindered MT of heat from the tropics causing regional cooling, yet globally the planet warmed in response to reduced 
MT, and Antarctica entered a period when its ice-sheets waxed and waned following orbital changes, until the raising of the Himalayas 
set the planet again in a cooling trend. The present world geography is very favorable to meridional circulation, so the Late Cenozoic Ice 
Age should continue until that changes.



latitudes can only result in increased OLR and energy loss 
by the planet. Even though the moisture intrusions result 
in enhanced DLR from clouds and surface warming, upon 
return of clear-sky conditions that are frequent during the 
Arctic winter,  the warmer surface should suffer increased 
radiative cooling, followed by a temperature inversion that 
results in radiative cooling from higher in the troposphere. 
From a whole climate system perspective, winter Arctic 
amplification due to enhanced MT must result in a net 
energy loss.

Since Arctic amplification during the past two dec-
ades has been mostly a winter phenomenon, the evidence 
for the implied energy loss comes from a simultaneous 
negative trend in the Earth energy imbalance and a de-
creasing trend of the OHC time derivative (Fig. 11.7g; 
Dewitte et al. 2019). The energy loss from the enhanced 
MT towards the Arctic in winter is the most parsimonious 
explanation for the reduced rate of surface warming 
known as the pause, or hiatus, that took place simultane-
ously.

MT variability affects the entire climate system and is 
affected by internal climate variability and external forcing 
changes. Solar variability is just one of several known 
modulators of MT (Fig. 11.9).  On inter-annual to decadal 
time-scales the effect of solar variability is masked by the 
effect of the QBO, ENSO and volcanic aerosol short-term 
effects. On multidecadal timescales the solar effect is no-
ticeable but confounded by volcanic multidecadal effects 
and the c. 65-yr stadium wave oscillation that at times can 
temporarily override the solar effect on MT (Veretenenko 
& Ogurtsov 2019). It is, however,  on centennial to millen-
nial timescales when solar variability becomes the undis-
puted MT modulator due to its long cycles (see Chap. 8), 
while at the multi-millennial timescale Milankovitch forc-
ing effect on MT becomes dominant.  Multiple paradoxes 
regarding the solar effect on climate can be resolved 
through the combined modulation of MT. It explains why 
the solar effect is almost unnoticeable over the 11-yr solar 
cycle yet extraordinarily strong in paleoclimatology. It 
explains how a very small change in TSI and a small 
change in UV can produce such huge effect as the LIA. 
And it explains the inconsistency of the solar influence on 
climate, that at times appears to produce opposing results 
when another MT modulator is overruling the solar effect.

11.9 Conclusions
11a. Volcanoes produce a short-term weather effect from 

radiative and meridional transport changes, and a 
long-term climate effect from delayed meridional 
transport changes. Climate change has an important 
effect on volcanic activity,  that follows ice-volume 
changes associated with the glacial cycle, which is 
driven by Milankovitch forcing.

11b. A c. 65-year oscillation has been observed in multiple 
climate-related phenomena that can explain a signifi-
cant part of climate variability. This stadium-wave of 
dynamic energy-transfer within the climate system is a 
manifestation of changes in meridional transport.

11c. The last climatic shift took place in 1997–98,  because 
of changes in meridional transport, and resulted in 
more energy being lost at the Arctic, a reduction in the 
Earth's energy imbalance,  and Arctic amplification. It 

proves that meridional transport variability is one of 
the main forcings of climate change.

11d. Meridional transport takes place through coupled 
stratospheric and tropospheric/ocean components un-
dergoing complex regulation by multiple factors. Its 
changes are reflected in multiple climate variables, 
including the rate of global warming.

11e. Due to solar modulation of meridional transport, solar 
minima are periods of stronger tropical-polar strato-
sphere coupling,  and when coordinated changes in 
meridional transport that produce climate shifts are 
more probable.

11f. The “Winter Gatekeeper” hypothesis proposes that 
solar activity is the main long-term regulator of the 
amount of heat transported to the pole in winter,  that is 
later emitted to space.

11g. The “Winter Gatekeeper” hypothesis explains the 
strong paleoclimatic effect of periods of prolonged 
low solar activity,  like the Little Ice Age, the North 
Atlantic region hotspot climate variability, the warm 
Arctic/cold continents pattern linked to low solar ac-
tivity, Arctic winter amplification, the effect of solar 
activity on Earth's rotation, and solar ENSO modula-
tion.

11h. Modern global warming is in part a consequence of 
high solar activity, and the pause in global warming is 
in part a consequence of low solar activity, and likely 
to continue until solar activity becomes high again.

11i. Meridional transport is the answer to why and how the 
climate changes at all timescales.
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12
MODERN GLOBAL WARMING

“… is there any reason, really, to think that our modern science may not suffer from similar blunders? In fact, the more 
successful the fact, the more worrisome it may be. Really successful facts have a tendency to become impregnable to 

revision.”
Stuart Firestein (2012)

12.1 Introduction
Modern Global Warming (MGW) is the change in climate 
that has been taking place from the coldest period of the 
Little Ice Age (LIA) to the present.  It spans roughly 300 
years. It is characterized by a preponderance of warming 
periods over cooling periods, resulting in the warming of 
the planet, expansion of tropical areas, cryosphere contrac-
tion,  sea level rise (SLR),  and a change in dominant 
weather and precipitation patterns. LIA's nadir appears to 
have been the late Maunder Minimum period of 1660–
1715 (Luterbacher et al. 2001; Fig.  12.1). Afterwards, 
most of the eighteen century was warmer, but was fol-
lowed by an intense cold relapse in 1790–1820, before the 
LIA finally ended around 1840. The LIA is the closest the 
planet has been in 12,000 years to returning to glacial con-
ditions. All over the world most glaciers reached their 
maximum Holocene extent in the LIA (Solomina et al. 
2015; see Fig. 4.12). But for the past 300 years, MGW has 
interrupted the Neoglacial cooling trend of the last five 
millennia. The last 70 years of MGW (25%) have seen 
considerable,  and increasing,  human-caused emissions of 
greenhouse gases (GHG). There is great concern than this 
and other human actions (deforestation, cattle raising, and 
changes in land use) might have an important impact over 
climate, precipitating a climate crisis. To some authors the 

climate crisis is already taking place (Pierrehumbert 
2019).

In the previous chapters we have reviewed how the 
climate has been changing for the past 800,000 years, and 
with greater detail for the past 12,000 years.  Climate 
change is the norm, and climate has never been stable for 
long. It is within this context of past climate change that 
MGW must be evaluated.

12.2 Modern Global Warming is 
consistent with Holocene climatic 
cycles
It is often said that MGW is unusual because it counters a 
Neoglacial cooling trend that has been ongoing for several 
millennia. However, this is a superficial observation. Sev-
eral multi-centennial warming periods have taken place 
within the Neoglacial cooling trend. A warming period 
took place between 1250–850 yr BP (AD 700–1100), lead-
ing to the Medieval Warm Period (MWP; Hegerl et al. 
2007; Fig. 12.1), and another one at 2800–2500 yr BP 
(850–550 BC), leading to the Roman Warm Period (RWP; 
Drake 2012).

Current models propose that the world would be cool-
ing if it wasn't for the human influence on climate (Meehl 
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Fig. 12.1 Climate variability over the past 
1500 years
Black curve, proxy reconstruction of 30–
90°N mean annual decadally averaged tem-
perature over land for the period AD 558–
1960, plotted relative to its 1880–1960 
mean. Gray shaded ranges give the 95% 
uncertainty bounds of decadal temperature 
estimates. After Hegerl et al. (2007). Red 
curve, AD 500–1925 low frequency compo-
nent from an AD 1–1979 multi-proxy recon-
struction of the Northern Hemisphere surface 
temperature, plotted relative to its 1880–
1960 mean. After Moberg et al. (2005). Blue 
curve, AD 1500–2000 Northern Hemisphere 
ground surface temperature reconstruction 
from boreholes, plotted also relative to its 
1880–1960 mean. After Pollack & Smerdon 
(2004). Main climatic periods are indicated 
by background color. Multi-centennial 
warming periods are indicated by horizontal 
continuous lines and vertical dashed lines.



et al. 2004; Fig. 12.2). However, the proposition that the 
world should be cooling absent an anthropogenic effect, 
contradicts our knowledge of Holocene climate cycles. 
One of the main cycles is the c. 1000-yr Eddy cycle found 
in climate and solar activity proxy records of the Early and 
Late Holocene (see Chap. 8). The periodicity and phase of 
this cycle is maintained from Early to Late Holocene, and 
reflected in the Bond events of increased iceberg activity 
in the North Atlantic (see Fig. 8.2). The start of the Medie-
val Warming c. AD 700, and the start of the MGW at c. 
AD 1700 are separated by 1000 years. The peak of the 
MWP at c.  AD 1100 and the trough of the LIA at c. AD 
1600 are separated by 500 years (Fig. 12.1). Based on this 
cycle it can be projected that the period AD 1600–2100 
should be a period of net warming, to be followed by a 
cooling period, AD 2100–2600, if the cycle maintains its 
beat (Fig. 12.3).

There is certainly a significant anthropogenic contri-
bution to MGW, but it is clear that warming at this time is 
not unusual, and in fact, it is about what should be ex-
pected. The most logical conclusion is that natural warm-
ing is contributing to the observed warming. If models are 
not capable of simulating this natural warming, of millen-
nial cyclic origin, then models must be wrong, and our 
knowledge of climate change is insufficient.

12.3 Modern Global Warming is within 
Holocene variability
How unusual is the warming observed during MGW? This 
is a very difficult question to answer. Temperature is an 
intrinsic intensive property that is changing during the 
course of a day at any point on the surface of the planet in 
an unpredictable direction and rate. If there is a global 
average temperature, we have no way of measuring it. 
However, we have devised methods of measuring tem-
perature (or radiation) at different points on the surface 
(with huge areas unsampled) or in the atmosphere. A con-
sistent mathematical treatment of this data gives a consis-
tent value that we term average temperature, although it is 
not a temperature, but a conversion of intrinsic intensive 
measurements into an extrinsic extensive value using mul-
tiple assumptions.

However, the global average temperature concept is 
useful as the calculated value shows much less change 
over time than the measured values, and we term that 
change “anomaly,” wrongly implying that it should be 
constant over time. The change in the global anomaly over 
the years shows a correlation to real physical and biologi-
cal phenomena, like length of the growing season, extent 
of the cryosphere, and SLR, among others, and thus it is 
useful. However, two dangers should be avoided when 
dealing with the global temperature anomaly. The first is 
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Fig. 12.2 Models simulate global 
cooling without anthropogenic 
forcing
Red dashed line, four-member 
ensemble mean for globally aver-
aged surface air temperature 
anomalies (°C) for all forcings 
(volcano + solar + GHG + sulfate 
+ ozone); the red dotted line is the 
ensemble mean for globally aver-
aged temperature response to natu-
ral forcings only (volcano + solar). 
Department of Energy Parallel 
Climate Model, after Meehl et al. 
(2004). Red shaded area represents 
the anthropogenic effect, that ac-
cording to the study is only sig-
nificant after 1960. Black continu-
ous line is the observations after 
Folland et al. (2001).

Fig. 12.3 Warming and cooling periods of 
the past 1500 years, fitted to known cli-
mate cyclic behavior
Moberg et al. (2005), reconstruction of 
Northern Hemisphere temperature anomaly 
for the period AD 500–1978 (thin grey 
curve), and its low frequency component 
(black curve). The 980-year Eddy cycle is 
shown by the red sinusoidal, with a declin-
ing Neoglacial trend of –0.2 °C/millennium. 
As Moberg's reconstruction ends in 1978, 
the dotted line represents the 1975–2000 
warming, that is similar in magnitude to the 
1910–1945 warming. DACP, Dark Ages 
Cold Period. MWP, Medieval Warm Period. 
LIA, Little Ice Age. MGW, Modern Global 
Warming. Peak natural warming is expected 
in AD 2050–2100.



using the same units for temperature as for the temperature 
anomaly. The degrees in the temperature anomaly are dif-
ferent from the degrees in temperature, since the connec-
tion to physical degrees is lost in the conversion from in-
trinsic to extrinsic. Many authors are unaware of this prob-
lem and attempt to compare proxy derived local tempera-
tures to an instrumental-measured calculated global anom-
aly.  Also, the precision given in a temperature anomaly is 
not a precision in measurement, but a precision in calcula-
tion.  This is also important as the real uncertainty cannot 
be calculated,  due to multiple assumptions in the process 
that are not properly evaluated.  Another danger is that av-
eraging changes in temperature ignores differences in en-
thalpy (changes in internal energy due to changes in heat 
content). Due to its low humidity, especially in winter, big 
changes in Arctic air temperature can take place with small 
changes in heat content. The weight that Arctic air tem-
peratures should have in a global average is an unresolved 
question that is biasing instrumental temperature anoma-
lies, relative to temperature proxies.

So,  going back to the problem we are now calculating 
a global temperature with our chosen method, but with no 
way to relate it to anything similar from the past. Even our 
calculated anomaly becomes pure fiction (if it wasn't al-
ready) when moving into the 19th century. The way we 
estimate climate change from the past is through proxies. 
The relationship of proxies to temperature is convoluted. 
Some proxies respond to summer temperature changes, 
while others to winter or spring temperatures. Other fac-
tors, like rate of deposition, rate of upwelling,  precipita-
tion,  cloud cover, storm frequency, or wind, might affect a 
proxy often without a clear possibility of correction, as the 
researcher might be unaware of the bias.  The resolution of 
proxies cannot match the resolution of our measurements. 
The 2014–16 El Niño that increased our annual global 
anomaly by 0.4°C for a short period would not be resolved 
by most proxies.  And proxies are always local in nature. 
That's why most serious scientists abstain from attempting 
to calculate past global temperature averages from collec-
tions of proxies, and avoid linking them to modern instru-
mental temperature anomalies. They are two very different 
things.

An independent means of assessing how unusual 
MGW is within the Holocene is through biology. Trees 
grow on the slope of mountains up to a certain alti-
tude—the treeline—above which they are unable to sur-
vive. Temperature is the primary control on treeline forma-

tion and maintenance (Körner 2007) and consequently the 
treeline has been moving higher over the past century at 
52% of the locations studied, while receding at only 1% 
(Harsch et al. 2009). The advances have taken place 
mainly in the extra-tropical NH, where more warming has 
been experienced, and particularly in locations where 
winter warming has been stronger. This aspect is also im-
portant as it indicates that winter tree survival might be a 
limiting factor for treeline altitude, and not only growth-
season mean temperature.

There are many studies all over the NH showing that 
the treeline was much higher than present during the HCO. 
In the Italian Alps, it was 400 m higher than today from 
8.4 and 4 ka (Badino et al. 2018),  and 150–200 m higher 
between 9 and 2.5 ka in the Swiss Central Alps (Tinner & 
Theurillat 2003; Fig. 12.4). In the Pyrenees it was 400 m 
higher than the current treeline (Cunill et al. 2012). In the 
Swedish Scandes 600–700 m higher between 9.5–6.5 ka 
(Kullman 2017). In the British Columbia it was 235 m 
higher from 10.6 to 7.5 ka (Pisaric et al. 2003). In New 
Zealand's South Island, where mean annual temperatures 
were at least 1.5°C warmer than present in the early Holo-
cene, treelines were lower however, suggesting shorter and 
cooler summers (McGlone et al. 2011).

Randin et al.  (2013) showed that half of the 18 de-
ciduous tree species they studied in Europe filled their 
thermal niche both at high latitude and high altitude, while 
7 reached their latitudinal thermal limit, but not their ele-
vational limit, where competition for space is stronger. We 
must take into account that present elevated CO2 levels 
might give current trees an advantage over early Holocene 
trees, and that the NH-land is the region that has experi-
enced the strongest recent climate warming. The differ-
ence in treeline altitude between now and the early Holo-
cene imply that MGW is not unusual enough to have re-
turned us to Holocene Climatic Optimum conditions. 
Therefore, present global warming is within Holocene 
variability. Reasoner and Tinner (2009) quantify the sum-
mer temperature difference in the Alps between now and 
the Holocene Optimum as: “Assuming constant lapse 
rates of 0.7 °C / 100 m, it is possible to estimate the range 
of Holocene temperature oscillations in the Alps to 0.8–1.2 
°C between 10,500 and 4,000 cal. yBP, when average 
(summer) temperatures were about 0.8–1.2 °C higher than 
today.”

The cryosphere confirms that present conditions are 
within Holocene variability, as globally glaciers reached 
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Fig. 12.4 Holocene treeline changes in the Alps
Fluctuations of the treeline in the Swiss Central 
Alps during the Holocene. The limits of the vegeta-
tional zones are placed between the sites according 
to the presence of the respective vegetation type as 
inferred by macrofossil analysis. Altitude in meters 
above sea-level. After Tinner & Theurillat 2003. 
Current treeline in the Swiss Central Alps is 150–
200 m below Holocene Climatic Optimum treeline 
limit.



their shortest extent at times between 10,000 and 5,000 
years ago,  when many glaciers that now exist were absent 
(Solomina et al. 2015). Arctic sea ice was also very much 
reduced during the Holocene Climatic Optimum compared 
to present day, and perhaps ice free (less than 1 million 
km2) during the summers at some periods (Jakobsson et al. 
2010; Stein et al. 2017).

MGW is not unusual by Holocene standards in its 
amplitude, duration, and timing. We cannot rule out that 
the magnitude of the warming, while not unusual for the 
Holocene, is unusual for the Neoglaciation that, after all, is 
characterized by a multi-millennial downward trend in 
temperature. If that is the case however it is very difficult 
to demonstrate because of the mentioned problems of 
comparing present and past temperatures. Circumstantial 
evidence supports that the RWP was warmer than present 
(Holzhauser et al. 2005), but the RWP was extraordinarily 
long, a millennium, so some of its effects might be due to 
the long time spent in a warm state not necessarily warmer 
than the present.

12.4 Modern Global Warming 
coincides with an increase in solar 
activity
Sunspots and cosmogenic isotopes indicate that solar ac-
tivity has been increasing for the past 300 years.  The aver-
age sunspot number (yearly data, WDC–SILSO) over the 
period 1700–2021 is 79 sunspots. There are three periods 
of more than two solar cycles (% 30 years) that on average 
have significantly more than 79 sunspots, and constitute 
periods of higher solar activity.  The first was the period of 
1765–1795, formed by solar cycles 2–4. The second was 
longer, 1835–1875, formed by solar cycles 8–11. And the 
longest has been the period 1935–2004, defined by solar 
cycles 17–23, that has been termed the Modern Solar 
Maximum (MSM; Solanki et al. 2004; see also Fig. 11.11). 
All three coincide with periods of increasing temperatures 
according to proxies (Mohberg et al. 2005; Hegerl et al. 
2007) and more recently instruments. And they are sepa-

rated by periods of low solar activity known as extended 
minima,  constituting the Maunder, Dalton,  and Gleissberg 
minima,  that coincide with periods of decreasing tempera-
ture (Fig. 12.5).

There is no linear correlation between solar activity 
and temperature, however, periods of several solar cycles 
that deviate significantly from average tend to coincide 
with periods of warming and cooling.  de Larminat (2016) 
has demonstrated that using dynamical systems identifica-
tion the MWP and the LIA are better explained by a much 
higher climate sensitivity to solar forcing than proposed by 
IPCC. The obvious conclusion is that the MSM has had a 
bigger contribution to MGW than currently accepted by 
IPCC.

The MSM does not stand out for its level of solar ac-
tivity, as solar cycles of similar activity have taken place in 
every century for which there are sunspot records. What is 
unusual in the MSM is its length. It lasts for seven solar 
cycles and seven decades when solar activity was signifi-
cantly higher than average. Even solar cycle 20 was 
slightly above average. Knowing from cosmogenic records 
that solar activity was very low during the LIA, a similarly 
long period of high solar activity must have not taken 
place for at least 600 years. The extraordinary coincidence 
of a millennial-frequency warming period with a 
millennial-frequency period of high solar activity should 
raise all type of questions. Instead solar variability is as-
signed no role in MGW by IPCC (see Fig. 9.12).

12.5 Modern Global Warming displays 
an unusual cryosphere response
If MGW is not unusual by Holocene standards, it becomes 
important to inquire about the climatic response to the 
increased atmospheric CO2 levels.  Is there anything un-
usual about MGW? The answer is a clear yes. The 
cryosphere (with the exception of Antarctica) is showing a 
very unusual response to MGW. For the last two decades 
glaciologists have recognized that global glacier changes 
over the past 170 years are not cyclical and greatly exceed 
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Fig. 12.5 Solar activity since 1700
Thin line, left scale, annual sunspots (WDC–SILSO). Thick line, right scale, gaussian smoothing of the annual sunspot record highlight-
ing multi-cycle changes in solar activity. Dashed line, right scale, average number of annual sunspots for the 1700–2018 period. Red 
areas define periods of extended above average solar activity. Blue areas define periods of extended below average solar activity.



the range of the previously known periodic variations of 
glaciers (Solomina et al.  2008; Fig. 12.6). Koch et al. 
(2014), attest that the global scope and magnitude of gla-
cier retreat likely exceed the natural variability of the cli-
mate system and cannot be explained by natural forcing 
alone. Goehring et al. (2012) state that after 5 kyr BP,  the 
Rhône Glacier was larger than today, and its present extent 
therefore likely represents its smallest since the middle 
Holocene. Solomina et al.  (2008) defend that Alpine gla-
cier volumes have become smaller now than during at 
least the past 5000 years. And Bakke et al. (2008; Fig. 
12.6d) have measured a retreat of maritime glaciers along 
western Scandinavia over the last century that is unprece-
dented in the entire Neoglacial period spanning the last 
5200 years. Solomina et al. (2016) resume the global gla-
cier situation: “The current globally widespread glacier 
retreat is unusual in the context of the past two millennia 
and, indeed, for the whole Holocene. Contemporary gla-
cier retreat breaks a long-term trend of increased glacier 
activity that dominated the past several millennia. The 
trend of glacier retreat is global, and the rate of this re-
treat has increased in the past few decades. The observed 
widespread glacial retreat in the past 100–150 years re-
quires additional forcing outside the realm of natural 
changes for their explanation.”

Global glacier retreat is probably the only climate-
associated phenomenon that shows a clear acceleration 
over the past decades. The World Glacier Monitoring 
Service, an organization participated by 32 countries, 
holds a dataset of 42,000 glacier front variations since 
1600, that show that the rates of early 21st-century glacier 
mass loss are without precedent on a global scale, at least 
since 1850 (Zemp et al. 2015).

Unusual glacier retreat is confirmed by the loss of 
small permanent ice patches, also known as glacierets. 
These permanent ice patches have captured and preserved 
archeological organic remains during their long existence, 

and the remains are now being released as they melt. This 
is the origin of the new subfield of 'ice patch' archeology, 
that has developed in three regions, North America, the 
Alps, and Norway. Some plant remains,  like tree trunks, or 
the Quelccaya plants dated at c. 5200 BP (Thompson et al. 
2006) are naturally occurring and their burial in ice is re-
lated only to climatic conditions, but archeological re-
mains (Fig. 12.7b) reflect human activity and are thus 
more complex. Alpine findings are related to the use of 
mountain passes when conditions improved, and their dat-
ing shows asynchrony with North American findings,  as-
sociated with summer hunting of caribou, that takes refuge 
from insects over ice patches. Thus,  Alpine findings are 
more frequent from warm phases and at the beginning of 
cold phases, while North American findings are more fre-
quent from cold phases when ice patches became more 
widespread.  (Fig.  12.7c). The finding of North American 
ice-patch remains reveals a millennial periodicity coinci-
dent with the millennial Eddy solar cycle analyzed in sec-
tion 8.2. Most organic remains, like leather, caribou dung, 
or corpses (Ötzi,  dated at c. 5200 BP; Fig. 12.7a; see Sect. 
6.6), are not preserved when exposed for even relatively 
short periods, and it is clear that they have remained con-
tinuously frozen since first buried in ice. Their present 
climate induced unburial is clear evidence that small per-
manent ice patches are experiencing a reduction not seen 
since the Mid-Holocene Transition. “The ['ice patch' ar-
cheology] field is characterized by a sense of urgency 
about recovering and preserving both those occasional 
human remains melting from alpine ice and newly-exposed 
artifacts of rare and fragile organic technology”  (Reckin 
2013).

Arctic sea-ice has displayed a different behavior to 
glaciers, with a very sharp reduction at the turn of the cen-
tury (1996–2007), losing 30% of its summer extent in just 
a decade. This reduction is not outside Holocene variabil-
ity, as multiple studies document a much lower Arctic sea 
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Fig. 12.6 Modern glacier retreat is not 
cyclical
a) Time-distance diagram for glacier ex-
tent on the Central Cumberland Peninsula 
(Baffin Island) through the Holocene. 
After Briner et al. (2009). b) Glacier fluc-
tuations in the Himalaya and Karakoram 
up to 1980, defined by radiocarbon dating. 
After Owen (2009). c) Relative glacier 
extent fluctuations in western Canada 
during the Holocene. After Koch & 
Clague (2006). d) Combined equilibrium-
line altitude (ELA) variations along the 
South–North coastal transect in Norway. 
The glacier growth index is obtained by 
adding standardized ELA estimates from 
southern and northern Norway. After 
Bakke et al. (2008).



ice extent between 9000 and 4000 BP (Belt et al. 2010; 
Jakobsson et al. 2010; Stranne et al.  2014; Stein et al. 
2017). It has been hypothesized here (see Chap. 11) that 
the strong decrease in Arctic sea-ice in just a decade was 
partly due to a climate regime change induced by an 
abrupt intensification of meridional heat transport to the 
Arctic. The difficulty in reconstructing past sea-ice levels 
means that we don't have much confidence in how the 
present reduction in sea-ice extent compares to previous 
reductions during past warm periods. Nevertheless, an 
analysis of polar ice shelves (thick floating ice platforms), 
shows an unusual response in present polar ice retreat.  
Although ice shelves have collapsed and broken up at dif-
ferent times during the Holocene,  this is the first time in 
the Holocene when a synchronous retreat in ice shelves 
from the Arctic and both sides of the Antarctic Peninsula is 
known to have occurred (Hodgson 2011).

Is this unusual, non-cyclic, cryosphere reduction due 
to the increase in temperature? Additional factors resulting 
from the contemporary industrial development complicate 
the interpretation. It is known that an increase in light-
absorbing particles (black carbon, organic carbon, and 
dust) in snow and ice causes a decrease in albedo and ac-
celerates melting (Bond et al. 2013). Decreased albedo 
also accelerates snow aging. When melting uncovers the 
underlying surface it triggers a strong snow-albedo feed-

back that warms the surface and the air above it. The al-
bedo effect from light-absorbing particles depends a lot 
more on their abundance than on temperature changes or 
CO2 changes. Black carbon and organic carbon are com-
ponents of soot resulting from the combustion of fossil 
fuels, biofuels, and burning of biomass, and have in-
creased not only with the increase in fossil fuel use, but 
also with industrial development and population increase. 
While the evidence is strong that the unusual cryosphere 
reduction has an anthropogenic origin, the relative contri-
bution from changes in temperature, GHGs, and light-
absorbing particles cannot be properly assessed. The re-
cent outsized cryosphere changes with respect to other 
global warming effects constitute evidence that the in-
crease in light-absorbing particles from soot must be an 
important factor.

Antarctica is an exception to the global reduction of 
the cryosphere. The continent hasn't warmed for the past 
200 years (Fig. 12.8), and it is currently debated if Antarc-
tic melting is contributing to SLR and by how much 
(Zwally et al. 2015). Antarctic lack of climatic response to 
MGW and CO2 increase is not well understood, and it 
might have to do with the exceptional conditions of the 
continent that make it unique in many aspects.
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Fig. 12.7 Ice-patch archeology, evidence of non-cyclical cryosphere reduction
a) Ötzi, the alpine iceman, in situ before his removal from the site at Niederjoch, Italy, in 1991. Dated at c. 5200 BP. Image by Paul 
Hanny, © South Tyrol Museum of Archaeology – www.iceman.it reproduced with permission. b) Stone projectile point hafted with sinew 
to a wooden shaft radiocarbon dated to 4480 ± 60 BP, recovered from an ice patch in Yukon. © Government of Yukon, reproduced with 
permission. c) Summed probability of available radiocarbon dates for the Alps (red line) and North America (black line) ice patch archeo-
logical findings. They demonstrate the probability that a date from each collection will fall within a particular period and exclude 
typologically-dated material (most of which is Roman in age). They have been smoothed to a 200-year interval to remove extraneous 
noise and emphasize more general trends. Observe the millennial periodicity in North American findings that corresponds to the millen-
nial Eddy solar cycle. After Reckin (2013).



12.6 Extremely unusual CO2 levels 
during the last quarter of Modern 
Global Warming
Another stark difference between MGW and previous 
Holocene warming periods is the great increase in CO2 
levels. Atmospheric CO2 has been increasing since c. 
1785, following the 18th century warming, but the rate of 
increase has been growing continuously due to anthropo-
genic emissions,  reaching the highest values in 800,000 
years by the first decades of the 20th century, and it is now 
fast approaching a doubling of the Late Pleistocene aver-
age value of 225 ppm (Fig. 12.8). It is absolutely clear that 
the increase in CO2 levels is due to human emissions, as 
we have emitted double the amount that has ended up in 
the atmosphere, the rest being taken up by the oceans and 
biosphere. As a result land plants are showing an impor-
tant increase in global leaf area (Zhu et al. 2016), also 
known as greening.

The Antarctic Plateau is the only place on Earth where 
we can measure CO2 levels and proxy temperatures in a 
consistent manner for the past 800,000 years from ice 
cores. Much has been written about the close correlation 
between CO2 and temperature over the Pleistocene (Fig. 
12.8a). The change in CO2 levels between glacial and in-
terglacial periods, of only 70–90 ppm, is considered by 
most authors too small to drive the glacial cycle, although 
Shakun et al.  (2012) defend that the CO2 change at termi-

nations can explain a large part of the temperature increase 
during deglaciations. But we can test the hypothesis be-
cause over the last 200 years CO2 levels have increased by 
125 ppm, an increase comparable to that of a glacial ter-
mination in terms of CO2 forcing. Surprisingly, Antarctica 
shows absolutely no warming for the past 200 years 
(Schneider et al.  2006; Fig. 12.8b). The only place where 
we can measure both past temperature and past CO2 levels 
with confidence shows no temperature response to the 
huge increase in CO2 over for the last two centuries. This 
evidence supports that CO2 has very little effect over Ant-
arctic temperature, if any, and it cannot be responsible for 
the observed correlation over the past 800,000 years. It 
also raises doubts over the proposed role of CO2 over gla-
cial terminations and during MGW.

12.7 Relationship between CO2 levels 
and temperature during Modern 
Global Warming
Physics shows that adding carbon dioxide leads to warm-
ing under laboratory conditions. It is generally assumed 
that a doubling of CO2 should produce a direct forcing of 
3.7 W/m2 (IPCC–Third Assessment Report, Ramaswamy 
et al. 2001), that translates to a warming of 1 °C (by dif-
ferentiating the Stefan–Boltzmann equation) to 1.2 °C (by 
models taking into account latitude and season). But that is 
a maximum value valid only if total energy outflow is the 
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Fig. 12.8 Antarctic ice cores temperature–CO2 discrepancy
a) Temperature curve (black) for the past 800,000 years from EPICA Dome C Ice Core 800KYr Deuterium data. After Jouzel et al. 
(2007). CO2 curve (red) from Antarctic Ice Cores Revised 800 kyr CO2 data (to 2001). After Bereiter et al. 2015; and from NOAA annual 
mean CO2 data (2002–2017). Due to the logarithmic effect of CO2 on temperature, the comparison is more appropriately done with the 
Ln(CO2). The correlation shows a very big discrepancy over the last 200 years. b) CO2 curve (red) as in (a). Temperature curve (black) 
for the past 200 years from 5 high resolution Antarctic ice cores. After Schneider et al. (2006). No temperature change is observed in 
response to the massive increase in CO2.



same as radiative outflow. As there is also conduction, 
convection, and evaporation, the final warming without 
feedbacks is probably less. Then we have the problem of 
feedbacks, which are unknown and can't be properly 
measured (see Sect.  9.5). For some of the feedbacks,  like 
cloud cover we don't even know the sign of their contribu-
tion.  And they are huge, a 1% change in albedo has a radi-
ative effect of 3.4 W/m2 (Farmer & Cook 2013), almost 
equivalent to a full doubling of CO2. So, we cannot meas-
ure how much the Earth has warmed in response to the 
increase in CO2 for the past 70 years, and how much for 
other causes.

Looking at borehole records and proxy reconstruc-
tions (Fig. 12.1), it becomes very clear that most of the 
acceleration in the rate of MGW took place between 1700 
and 1950, when little human-caused GHGs were pro-
duced. The rate of warming has not changed much since 
1950, despite the bulk of GHGs being emitted in these past 
70 years.  However, if the increase in global average tem-
perature over the past 7 decades was mainly a conse-
quence of the rapid increase in CO2,  the rate of tempera-
ture change should show dependence on the rate of change 
of the natural logarithm of CO2 concentration. This is be-
cause the proposed link between CO2 and temperature is 

based on a molecular mechanism where every added 
molecule has slightly less effect than the previous. Even 
accounting for the logarithmic response of global average 
temperatures to CO2, the curves for proposed cause and 
effect are diverging (Fig. 12.9). The global temperature 
anomaly between 1900 and 2021 is not significantly dif-
ferent from a linear trend. On the other hand, atmospheric 
CO2 increase has been so fast over the 1958–2021 period 
that the rate of change of its logarithm displays a pro-
nounced acceleration (Fig. 12.9).

The lack of MGW acceleration during the 20th–21st 
centuries can be more readily appreciated when looking at 
the change in warming rate (decadal trend change; Fig. 
12.10). Over that period the warming rate has been oscil-
lating between –0.2 and +0.4 °C/decade with an average 
of +0.16 °C/decade. Neither the warming rate maximum, 
nor the length of the warming periods have increased de-
spite the huge increase in CO2 levels.  The expected warm-
ing effect of the additional CO2 is not perceptible in warm-
ing rates. What can be seen in the warming rate record is 
that cooling periods have become less intense, from –
0.4 °C/decade in the late 19th century, to –0.2 °C/decade in 
the mid-20th century, to zero in the 21st century pause. This 
decrease in cooling rate over time is a feature of MGW. 
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Fig. 12.9 The difference between temperature 
increase and CO2 increase
Thick black curve, HadCRUT4 10-year trailing 
moving average surface temperature anomaly, 
relative to 1961–1990, from 1900 to 2021. Data 
from UK Met Office. Thick red curve, 10-year 
trailing moving average of the natural logarithm 
of the 1900–2021 annual atmospheric CO2 con-
centration (ppm). CO2 levels are from Law 
Dome (Etheridge et al. 1996) to 1958 and from 
NOAA afterwards. Thick orange, both curves 
have been plotted having the same trendline to 
avoid visual bias.

Fig. 12.10 Surface warming trend
Running nine-year trends in surface warming. Red line, land only. Blue line, ocean only. Black line, land and ocean combined. The recent  
slowdown in global warming is highlighted by the grey area. Reproduced from: UK Met Office 2013, Synopsis report CSc 02. The recent  
pause in global warming (2): What are the potential causes? Contains public sector information licensed under the Open Government 
Licence v2.0



The world is warming because it cools less during cooling 
periods, not because it warms more during warming peri-
ods. The reasons for this are unclear, and not discussed 
often in the scientific literature. There is a coincidental 
reduction in periods of very low solar activity, that also 
usually coincide with cooling periods (see Sect. 12.10 be-
low), but other factors cannot be ruled out, including an 
effect from increased CO2 levels at reducing the severity 
of cooling periods, or a reduction in volcanic activity.

Figure 12.10 appears to indicate that global warming 
has decelerated over the past decades. This should not be 

possible, as according to theory the rapid increase in at-
mospheric CO2 levels should be driving a long-term accel-
eration in the rate of warming. To research this issue in 
more detail the annual rates of increase in atmospheric 
CO2 (Mauna Loa, from NOAA) and in global surface av-
erage temperature (HadCRUT 4, from UK Met Office) are 
compared in Fig. 12.11. CO2 rate of change has been in-
creasing almost linearly from 0.8 to 2.5 ppm/year between 
1959 and 2021 (Fig. 12.11a). The acceleration in CO2 in-
crease is thus an almost constant c. 0.028 ppm/yr2. The 
variation in global temperature rate of change is very noisy 
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Fig. 12.11 Atmospheric CO2 and 
global surface temperature rate of 
change
a) Thin black curve, 12-month rate 
of change in atmospheric CO2 in 
ppm/year. Thick black curve, gaus-
sian smoothing. Red curve, quadratic 
regression to the 12-month rate of 
change in atmospheric CO2. Mauna 
Loa CO2 monthly mean data is from 
NOAA. b) Black curve, 1951-2021 
centered averaged 181-month rate of 
change in Global Surface Average 
Temperature (GSAT) in °C/year. Red 
curve, quadratic regression to the 
averaged 181-month rate of change 
in GSAT. Circle indicates the pause 
in global warming, a 17-year period 
of no warming centered in 2006. 
GSAT monthly mean data is from 
Hadley Climate Research Unit, UK 
Met Office.

Fig. 12.12 IPCC proposed contributions to observed surface 
temperature change over the period 1951–2010
IPCC assessed likely warming trends over the 1951–2010 period 
from well-mixed greenhouse gases, other anthropogenic forcings 
(including the cooling effect of aerosols and the effect of land use 
change), natural forcings and natural internal climate variability. 
The observed surface temperature change is shown in black, with 
the 5 to 95% uncertainty range due to observational uncertainty. The 
attributed warming ranges are based on observations combined with 
climate model simulations, in order to estimate the contribution of 
individual external forcings to observed warming. After IPCC 
(2014) Summary for policymakers.



and has a very small trend. A 15-year centered moving 
average in the HadCRUT4 monthly temperature anomaly 
rate of change confirms that global warming reached 
maximum acceleration in the mid 90s and appears to have 
been decelerating over the last two decades (Fig. 12.11b). 
The recent scientific discussion over the existence of a 
global warming hiatus (Karl et al. 2015; Fyfe et al. 2016) 
is easily settled, as the hiatus can be mathematically de-
fined as a 17.5 year period between February 1998 and 
July 2015 when the accumulated monthly rate of warming 
was below zero (HadCRUT4; Fig. 12.11b, circle). If the 
rate of global warming continues decreasing over the next 
decades we may expect more such periods without warm-
ing in the future. Some researchers are already warning 
about this possibility (Maher et al. 2020).

The lack of a corresponding MGW acceleration to the 
rapid increase in CO2 over the past decades only has two 
possible explanations. The first is that the ongoing in-
crease in the proposed anthropogenic forcing exactly 
matches in magnitude and time an ongoing decrease in 
natural forcing (Fig. 12.2).  The second is that MGW re-
sponds more to natural causes,  and only weakly to anthro-
pogenic forcing. The first explanation constitutes an “ad 
hoc” match of hypothesis to evidence, requires an unre-
lated coincidence of decadal precision within a multi-
century process (natural cooling should have started when 
we started our emissions), and it is disavowed by the 
IPCC, that considers natural forcing over the 1950–2010 
period too small to have contributed to the observed tem-
perature change in any direction (Fig. 12.12). That natural 
forcing has had no role over a 60-year period is difficult to 
believe.

The second explanation requires only an insufficient 
knowledge of the response of the climatic system to CO2, 

and an insufficient knowledge of natural forcings and cli-
mate feedbacks. That our knowledge is insufficient is clear 
and demonstrated every time the “argumentum ad igno-
rantiam”  that “we don't know of anything else that could 
cause the observed warming” is used. New research into 
solar variability mechanisms (see Sects. 10.4 to 10.6 & 
Chap. 11) has produced hypotheses that indicate that solar 
forcing is probably not adequately represented in models. 
The response from the hydrological cycle to the warming 
constitutes another area of great uncertainty.

12.8 Uniform variation in sea level 
during Modern Global Warming
SLR is one of the main consequences of MGW as it is 
driven mainly by the addition of water from melting of the 
cryosphere, and thermal expansion from the warming 
oceans (steric SLR). A sea level reconstruction since the 
18th century using tide gauge records (Jevrejeva et al. 
2008; Fig. 12.13a) shows that SLR has been a feature of 
MGW for over two centuries. The central estimate on 20th-
century average SLR is c.  1.6 mm/yr (1.2–1.9 mm/yr 
range),  and the acceleration is usually estimated at c. 
0.01 mm/yr2 (Church & White 2011; Jevrejeva et al. 2014; 
Hogarth 2014; Fig. 12.13b). SLR displays a 60-year oscil-
lation, like many other climatic manifestations (see Sect. 
11.3). The recent period of satellite altimetry (since 1993) 
coincides with the crest of the oscillation, and thus shows 
a higher rate of SLR, c. 3 mm/yr, but no acceleration,  to 
the surprise of some authors (Fasullo et al. 2016). If the 
60-year oscillation continues affecting SLR, over the next 
couple of decades we should expect a deceleration of SLR 
rates towards c. 2 mm/yr.
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Fig. 12.13 Sea level accelera-
tion started over 200 years 
ago
a) Time series of yearly global 
sea level calculated from 1023 
tide gauge records corrected for 
local datum changes and glacial 
isostatic adjustment. Time vari-
able trend detected by Monte–
Carlo-Singular Spectrum 
Analysis with 30-year windows. 
Grey shading represents the 
standard errors. After Jevrejeva 
et al. (2008). b) Black line, left 
scale, Gaussian smoothing of 
the yearly rate of change in sea 
level, displaying periodical 
multidecadal variability. Dashed 
line, left scale, quadratic regres-
sion to sea level rate of change 
over time, corresponding to a 
sea level rise acceleration of c. 
0.01 mm/yr2. Red line, right 
scale, IPCC calculated total 
anthropogenic radiative forcing. 
After Jevrejeva et al. (2008), 
and Myhre et al. (2013).



As was the case with temperature,  SLR precedes the 
big increase in emissions, and does not respond percepti-
bly to the great increase in anthropogenic forcing after 
1960. Figure 12.13b displays the long term average SLR 
acceleration as a dashed line, and the increase in anthro-
pogenic forcing (IPCC–AR5, Myhre et al. 2013) with a 
red line. The evidence shows that the big increase in an-
thropogenic forcing, has not provoked any perceptible 
effect on SLR acceleration. The belief that a decrease in 
our emissions should affect the rate of SLR has no basis in 
the evidence. A projection of the observed SLR and accel-
eration for the past 120 years gives a value of c. 300 mm 
more in 2100 than in 2021.

Cryosphere melting is considered the main factor 
driving SLR, followed by ocean temperature increase. 
SLR displays a small acceleration of c.  0.01 mm/yr2 over 
the past two centuries (Fig. 12.13), while global tempera-
ture shows a linear increase over the past century, and the 
ocean is warming a lot less than the surface. It has been 
recently estimated from changes in atmospheric noble 
gases, that the ocean has warmed +0.1 °C for the past 50 

years (Bereiter et al. 2018). The best candidate for causing 
the observed SLR acceleration is therefore the observed 
increase in cryosphere melting since c. 1850.

12.9 Modern Global Warming and the 
CO2 hypothesis
The CO2 hypothesis proposes that changes in atmospheric 
CO2 levels are the main driver of Earth temperature 
changes (Lacis et al. 2010). It is based on the spectral ab-
sorption and radiation properties of certain gases, of which 
water vapor is by far the most abundant,  and CO2 is a dis-
tant second. Water vapor levels are locally determined and 
highly variable due to condensation. CO2 levels are global, 
as it is a well-mixed gas that does not condense,  and be-
fore industrialization it changed very slowly over time 
from natural causes. CO2 hypothesis considers that water 
vapor changes are not the driving factor, but a feedback, 
proposing without clear evidence that the relevant causal 
relationship is CO2 & temperature & water vapor. Past 
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Fig. 12.14 Phanerozoic Eon conditions do not support the CO2 hypothesis
a) Schematic representation of glacio-epochs during the past 550 million years in Earth history, and their relationship to phases of super-
continent assembly and break up. Glaciations are indicated and represented by the blue area above the scheme. After Eyles (2008). b) 
Phanerozoic atmospheric CO2 levels in ppm from GEOCARB III model (black curve with grey estimate of error; after Berner & Kotha-
vala 2001), Multi-proxy reconstruction (dark red curve with pink 95% confidence interval, after Foster et al. 2017). c) Alternating warm 
(orange) and cool (blue) modes, after Frakes et al. (1992), and glacial indicators, measured by the latitude reached from one of the poles. 
Ice rafting evidence (ice blue areas; after Frakes & Francis 1988), and direct geological evidence for glaciation (azure and blue areas; 
after Crowley 1998). d) Phanerozoic temperature reconstructions: Mean global temperature estimate (no scale) based on sedimentology 
and paleoecology (green curve; after Frakes 1979, and Frakes et al. 1992). Mean global temperature reconstruction based on geological 
evidence and isotopic studies (black curve, left scale; after Scotese 2018). Tropical marine shallow water calcite !18O levels detrended 
(red curve, right scale; after Veizer et al. 2000).



water vapor levels cannot be determined, but in the distant 
past, cold periods of the planet (ice ages) were associated 
to lower CO2 levels than warm periods, and this is the 
supporting evidence offered by proponents of the CO2 
hypothesis. But the interpretation of this evidence, is far 
from straightforward,  as changes in temperature also lead 
to changes in CO2. Gas solubility in the ocean is depend-
ent on temperature, and there are huge ocean carbon stores 
that can affect atmospheric levels as temperature changes. 
In well resolved records, changes in temperature generally 
precede changes in CO2 by hundreds to thousands of 
years. Another problem with the hypothesis is that it is 
generally accepted that a progressive decrease in CO2 lev-
els has taken place for the past 550 million years (the 
Phanerozoic Eon),  from c. 5000 ppm in the Cambrian to c. 
225 ppm in the Late Pleistocene (Berner & Kothavala 
2001; Fig. 12.14b). This decrease does not appear to have 
produced a progressive decrease in temperature, that dis-
plays a cyclical range-bound oscillation (Frakes et al. 
1992; Scotese 2018; Veizer et al. 2000; Fig. 12.14d), alter-
nating between icehouse and hothouse conditions over the 
entire Phanerozoic.

The CO2 hypothesis is not new, and can be traced to 
Arrhenius (1896), however it did not become the dominant 
hypothesis to explain temperature changes until the last 
warming phase of MGW started in the late 1970s, and 
temperature and CO2 were both increasing. In the 20th 
century, while MGW was taking place, humanity em-
barked in the ultimate experiment to determine the validity 
of the CO2 hypothesis and set about to burn huge fossil 
fuel natural stores while industrializing, to raise CO2 levels 
beyond what the world has had in perhaps millions of 
years. After 70 years with CO2 levels increasing faster 
than ever recorded, and above any previously recorded 
level for the Pleistocene, it is time to analyze the results.

1. The world has continued warming as before. The 
warming during the 1975–1998 (or 1975–2009) pe-
riod is not statistically significantly different from the 
warming during the 1910–1940 period (Jones 2010)
2. The temperature increase since 1950 shows no 
discernible acceleration (Fig. 12.11b) and can be fitted 
to a linear increase (Fig. 12.9). The logarithm of the 
CO2 increase, however, displays a very clear accelera-
tion (Fig.  12.9). A linear relation between supposed 
cause and effect cannot be established
3. Sea level has continued rising as before.  Its ac-
celeration is not responding perceptibly to the in-
crease in anthropogenic forcing (Fig. 12.13)
4. The cryosphere shows a non-cyclical retreat in 
glacier extent with evidence of acceleration (Fig. 
12.6; Zemp et al. 2015). The reduction of the size of 
ice shelves is also unusual. We cannot distinguish if 
the cryosphere is responding mainly to the CO2 in-
crease, the temperature increase, or to the increase in 
light-absorbing particles

Despite CO2 levels that are almost double the Late 
Pleistocene average,  the climatic response is subdued, still 
within Holocene variability, below the Holocene Climatic 
Optimum and below warmer interglacials

Lack of support for the CO2 hypothesis from Antarctic 
ice cores (Fig. 12.8), and from results 1–3 has forced the 
proponents of the hypothesis to make numerous new un-

supported assumptions. They assume that all warming 
since 1950 is anthropogenic in nature (IPCC–AR5, Myhre 
et al. 2013; Fig. 12.12). That past recorded temperatures 
must be cooler than previously thought (Karl et al. 2015). 
That the oceans (Chen & Tung 2014), and volcanic erup-
tions (Fasullo et al. 2016), are delaying the surface warm-
ing and SLR. And essentially concluding that more time is 
required to observe the warming and SLR acceleration. All 
these might be true, but the simplest explanation (Occam's 
favorite) is that an important part of the warming is due to 
natural causes, and CO2 only has a weak effect on tem-
perature. If after 70 years of extremely unusual CO2 levels, 
a lot more time is required to see substantive effects,  then 
the hypothesis needs to be changed. As proposed it does 
not call for long delays, due to the near instantaneous ef-
fect of the atmospheric response to more CO2. The CO2 
hypothesis is at its core an atmospheric-driven hypothesis 
of climate. There is a significant possibility however that 
the climate is actually ocean-driven, directly forced by the 
Sun and changes in meridional transport, and mediated by 
H2O changes of state.

If the high sensitivity of the cryosphere was due 
mainly to the CO2 increase,  that would actually be an ar-
gument for a reduced sensitivity from the rest of the 
planet. The air above the cryosphere is the coldest of the 
planet, as it is not warmed much from below, and therefore 
it has the lowest humidity of the planet. The ratio of CO2 
to water vapor in the air above the cryosphere is the high-
est and the one that changes the most with the increase in 
CO2. There is the possibility that air dryness, and its low 
capacity to produce water vapor in response to warming, 
might contribute to the cryosphere particular sensitivity to 
CO2-induced warming, but it would imply the rest of the 
planet is less sensitive.  If CO2 sensitivity is highest over 
the cryosphere (except Antarctica), and lower over the rest 
of the planet, this points to a negative feedback by H2O 
response, in its three states, to temperature changes.  Ant-
arctica doesn't show increased sensitivity because it has 
not been warming through the entire MGW, regardless of 
CO2.

There are multiple possible H2O temperature regula-
tory mechanisms, and the proposition that H2O only acts 
as a fast-positive feedback to CO2 changes is too simplis-
tic. The huge water mass in Earth's oceans and its slow 
mixing, add a great thermal inertia that resists temperature 
changes. Atmospheric humidity determines how changes 
in energy translate into changes in temperature, as humid 
air has a higher heat capacity and responds to the same 
energy change with a lower temperature change than dry 
air. Atmospheric humidity responds very fast to tempera-
ture changes through evaporation and condensation. This 
mechanism is proportional to water availability,  and works 
better above the oceans than over land, and very little over 
the cryosphere, inversely correlating to MGW temperature 
changes, that are highest in the Arctic (polar amplifica-
tion), and lower over the oceans than over land. To that we 
must add other region-specific temperature-regulating 
mechanisms by H2O. Deep convection is a tropical atmos-
pheric phenomenon that takes place when the surface of 
the tropical ocean reaches 26–30 °C. The ocean flips from 
absorbing energy to releasing it, and convection takes the 
energy very high in the troposphere, cooling the ocean 
(Sud et al. 1999) and effectively limiting its maximum 
temperature. Polar sea-ice is a negative feedback that re-
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leases heat when it forms in the autumn, then absorbs heat, 
when it melts in spring, and it acts as an insulator prevent-
ing ocean heat loss during winter. Ice-albedo effect is a 
positive feedback,  in that a decrease in ice reduces albedo, 
driving further ice loss. But ice-albedo feedback is amelio-
rated because ice extent moves opposite to sunlight 
(maximum ice coincides with minimum albedo when it is 
darker), and by the high inclination of the Sun's rays at 
polar latitudes,  making water more reflective. So the al-
bedo effect is not driving Arctic sea ice melting as demon-
strated by the 13-year pause in summer Arctic sea-ice ex-
tent loss (2007–2021), after losing 30% the previous 10-
year period.

Due to its huge thermal inertia, changes in its three 
states, cloud condensation,  humidity regulation,  and effec-
tive saturation of IR absorption, H2O is a good candidate 
to explain the observed resistance of planetary tempera-
tures to increasing CO2 forcing. Only in the cryosphere, 
where humidity is very low and sublimation a very inef-
fective change of state, CO2 increase,  and light-absorbing 
particles increase, are driving a non-cyclical melting that 
affects SLR.

12.10 Modern Global Warming 
attribution
Climate science has an important problem of confidence 
regarding the cause of the recent global warming,  and it is 
due to the Early Twentieth Century Warming (ETCW), the 
most pronounced warming in the instrumental climate 
record prior to the recent warming. Unless the ETCW can 
be satisfactorily explained we cannot have confidence on 
our recent warming attribution.  The ETCW, that took 
place between 1910 and 1945, was of comparable magni-
tude (0.5 °C versus 0.6 °C) to the Late Twentieth Century 
Warming (LTCW) between 1975–2000, yet CO2 emissions 
were several times lower during the ETCW. Between 
1910–1945 atmospheric CO2 increased on average 
0.5 ppm/year, while between 1975–2000 it increased on 
average 1.75 ppm/year, 3.5 times faster.  Recent studies 
(Hegerl et al. 2018) suggest that known factors at the ac-
cepted climate sensitivity values can only explain half of 
the warming at most. As with anything that we can't prop-
erly explain, they label the period as anomalous in a subtle 
attempt to dismiss its relevance. The aerosol cooling wild-
card has been used to support the 1945–1975 cooling so it 
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Fig. 12.15 Modern Global Warming attribution
a) Black line, left scale, gaussian smoothing of the 12-month temperature change between January 1890 and March 2021 to reveal deca-
dal changes. Data from HadCRUT 4.6 global monthly surface temperature dataset, UK Met Office. Areas above or below the zero line 
are proportional to the amount of warming or cooling observed respectively. Dark red line, right inner scale, annual sunspot number. Data 
from WDC–SILSO, Royal Observatory of Belgium. Medium grey dashed line, right outer scale, gaussian smoothed yearly CO2 increase. 
Data to 1959 from Law Dome after Etheridge et al. (1996). Data since 1959 from Mauna Loa, NOAA. Light blue sinusoid represents the 
65-yr oscillation after Schlesinger & Ramankutty (1994), extrapolated to 2021 and with arbitrary amplitude. b) Black line, left scale, 
gaussian smoothing of the 13-month averaged global surface temperature anomaly with 1961–1990 baseline. Data from HadCRUT 4.6 
global monthly surface temperature dataset, UK Met Office. Medium grey dashed line, right scale, gaussian smoothed yearly CO2 in-
crease as in (a). Pinatubo volcanic eruption is indicated.



should promote cooling also during the ETCW, making it 
more difficult to explain such a strong warming for a small 
increase in GHGs and a level of solar activity that was 
actually lower than the 20th century average. During 1910–
1945 the average monthly sunspot number was 70.7, while 
during 1900–2000 it was 90.9 (WDC–SILSO monthly 
dataset). If solar activity, volcanic activity, GHGs, and 
aerosols are woefully unable to explain the ETCW, what 
caused it?

The known factor that is left after natural and anthro-
pogenic forcings have been ruled out is internal variability 
due to changes in meridional transport (see Chap. 11). The 
problem is that the IPCC assigns no role to internal vari-
ability in the 1951–2010 period (IPCC 2014 SPM; Fig. 
12.12). So if the ETCW is actually explainable in terms of 
internal variability, then the causes for the LTCW have 
been misdiagnosed.  Already Schlesinger and Ramankutty 
(1994) identified that “the rapid rise in global-mean tem-
perature between about 1908 and 1946, and the subse-
quent reversal of this warming until about 1965, were the 
result of the oscillation in [the North Atlantic, North 
America, Eurasia, and Africa regions].” Research on the 
ETCW in the Arctic also identifies interdecadal oceanic 
variability as the main factor contributing to the observed 
warming (Tokinaga et al. 2017).

To understand what has caused 20th century warming, 
both early and late, and the cooling periods prior and be-
tween them, one has to look not at the temperature, but at 
its rate of change.  As in dynamics, where forces act on the 
speed of a body, not on its position, climate forcings act by 
changing the temperature rate of change (the derivative of 
temperature over time). Temperature rate data displays a 
low signal to noise ratio, and requires averaging or 
smoothing to be evaluated. A gaussian smoothing that re-
duces variability to the decadal rate is displayed in Fig. 
12.15a. The zero line divides the temperature rate into 
periods when it is positive and warming takes place, in-
creasing global temperature, and periods when it is nega-
tive and cooling takes place, decreasing global tempera-
ture.  Analyzed in this way, the temperature rate shows 
correlation with solar activity, strongly modulated by the 
65-yr oceanic oscillation (Fig. 12.15a). No doubt, part of 
this effect is due to the solar modulation of El Niño/
Southern Oscillation (see Sect. 10.4).

The decadal variability in the temperature rate shows 
clear correspondence with the decadal variability in solar 
activity, while the interdecadal variability shows clear cor-
respondence with a 65-yr sinusoidal oscillation represent-
ing the interdecadal oscillation with the period and phase 
identified by Schlesinger and Ramankutty (1994). Vol-
canic forcing shows only a clear effect for the 1991 Pina-
tubo eruption (Fig. 12.15,  arrows) that briefly interrupted 
the increase in atmospheric CO2,  and temporarily reduced 
the rate of warming, affecting its correlation with solar 
activity during solar cycles 22 and 23. The effect of the 
increase in CO2, perhaps compensated by the increase in 
aerosols, only becomes obvious after the Pinatubo erup-
tion when the area below the temperature trend, that repre-
sents the amount of warming, is bigger than it should cor-
respond to solar activity and internal variability alone.

The 1910 cold period,  according to this attribution 
interpretation, was due to the coincidence of low solar 
activity and the low in the 65-yr oscillation. The 1910–
1945 warming was cooperative between increasing solar 

activity and the high in the 65-yr oscillation. The 1945–
1975 period saw less cooling because the low in the 65-yr 
oscillation coincided with very high solar activity that 
countered it.  The 1975–2005 warming period is due 
mainly to high solar activity and the high in the 65-yr os-
cillation, with a significant contribution from the CO2 in-
crease.

The unusual warming of the 20th century is mainly 
due to the coincidence of two highs in the 65-yr oscillation 
within the century, and an unusually high level of solar 
activity that reduced the mid-20th century cooling and in-
creased the LTCW. If we interpret the role of the interde-
cadal oscillation as a redistribution of heat from the lows 
to the highs of the oscillation, then this interpretation of 
MGW attribution assigns 10–20% of the 20th century tem-
perature increase to GHGs, and 80–90% to solar activity. 
The MSM is a period of 70 years with above average solar 
activity. It is the longest such period in the 320-yr sunspot 
record.  Since we know from proxies that solar activity was 
very low most of the time during the LIA, we can affirm 
that the Modern Maximum represents the longest period of 
high solar activity in the last 600 years. Almost a millen-
nial type of event.  That the Modern Maximum coincides 
with the biggest period of warming in 600 years should 
not be considered as unrelated coincidence.

A test of this interpretation is about to take place.  Ex-
trapolation of the forcings represented in Fig. 12.15a indi-
cates we have entered, for the first time since 1900, a pe-
riod when low solar activity coincides with a low in the 
65-yr oscillation. If both together account for most of the 
observed temperature rate of change the result can only be 
a negative rate (i.e. cooling), that might have begun in 
February 2016. If the increase in GHGs is responsible for 
most of the warming observed since 1951 and solar activ-
ity and internal variability have played a very modest role 
at best, as the IPCC claims (Fig.  12.12), then more warm-
ing is inevitable for as long as CO2 keeps increasing.

12.11 Conclusions
12a. Modern Global Warming is one of several multi-

centennial warming periods that have taken place in 
the last 3000 years.

12b.  Holocene climate cycles project that the period AD 
1600–2100 should be a period of warming.

12c. A consilience of evidence supports the postulate that 
Modern Global Warming is within Holocene variabil-
ity.

12d.  Modern Global Warming displays an unusual non-
cyclical cryosphere retreat.  The contraction appears to 
have undone most of the Neoglacial advance.

12e. The last quarter (70 yr) of Modern Global Warming is 
characterized by extremely unusual and fast rising, 
very high CO2 levels, higher than at any time during 
the Late Pleistocene. This increase in CO2 is human 
caused.

12f. The increase in temperature over the past 120 years 
shows no perceptible acceleration, and contrasts with 
the accelerating CO2 forcing.

12g. Sea level has been increasing for the past 200 years, 
and its modest acceleration for over a century shows 
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no perceptible response for the last decades to strongly 
accelerating anthropogenic forcing.

12h.  The available evidence can only support a higher 
sensitivity to increased CO2 in the cryosphere, limited 
by its sensitivity to the increase in light-absorbing 
particles. Both are driving unusual melting and a small 
long-term sea level rise acceleration. The rest of the 
planet shows a lower sensitivity, indicating a negative 
feedback by H2O, that prevents CO2 from having the 
same effect elsewhere.

12i. Global warming attribution interpretations based on 
temperature rate of change point to solar activity as 
the main cause of Modern Global Warming, with a 
significant contribution from GHGs only in the latter 
part of it.
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13
21ST CENTURY CLIMATE CHANGE

“The future is unknowable, but the past should give us hope.”
Winston S. Churchill (1958)

13.1 Introduction
Karl Popper's falsifiability criterion for science requires 
that hypotheses not only explain known evidence, but also 
must be testable by evidence still unknown. However, a 
problem arises when any failed ex-ante prediction made 
by a hypothesis, can be post-hoc explained in multiple 
ways leaving the hypothesis nearly intact.  An example is 
the pause in global warming that took place between 
1998–2014, while accelerated warming was the CO2-
hypothesis outstanding prediction for the 21st century 
(IPCC 1990 SPM). The pause was explained in multiple 
ways (see: Nature Climate Change vol. 4, issue 3,  2014, 
and Nature 2014 Focus: Recent slowdown in global warm-
ing), which is the same as saying it was not adequately 
explained. To meet Karl Popper's scientific criterion, the 
CO2 hypothesis of climate change must make predictions 
that cannot be post-hoc explained when they fail. When 
demanding urgent action on CO2 emissions, the predic-
tions that can falsify the hypothesis are being made for a 
period ending in 2100, 80 years away. Its falsifiability is 
being moved forward in time until it no longer matters for 
present policy decisions.

As with any other activity, forecasting has been the 
subject of systematic studies, and three of the foremost 
experts in forecasting principles have established the 
golden rule of forecasting: “be conservative by adhering 
to cumulative knowledge about the situation and about 
forecasting methods” (Armstrong et al.  2015). Research 
has shown that ignoring the guidelines deduced from the 
golden rule greatly increases forecasting error. However, 
climate forecasting is dominated by radical predictions, 
many of which are absurd, yet they are given dispropor-
tionate positive attention. Two of the authors (Green & 
Armstrong 2007) analyzed the IPCC-Fourth Assessment 
Report, concluding that its forecasts were not the outcome 
of scientific procedures, but “the opinions of scientists 
transformed by mathematics and obscured by complex 
writing,” and warned that research on forecasting has 
shown that experts' predictions are not useful in situations 
involving uncertainty and complexity. Previous research 
by Philip E. Tetlock had already demonstrated that expert 
forecasting is usually worse than basic extrapolation algo-
rithms,  and that there is a perverse inverse relationship 
between fame and accuracy in forecasting (Tetlock 2005).

With that knowledge we can attempt to conservatively 
forecast future climate change for the next decades.  The 
starting premise for the conservative forecast presented 

here, derived from past and present climate change evi-
dence, is that greenhouse gases (mainly CO2), solar vari-
ability, and oceanic oscillations, are all significant climate 
variables in the centennial timeframe considered. It is im-
portant to remark that forecasts only consider a very lim-
ited number of variables and the rest is assumed as invari-
ant. This necessary simplification means that with increas-
ing time the chance of a forecast being correct decreases 
even if the variables considered were correctly projected. 
The future is, after all, unknowable.

13.2 Changes in CO2 emissions and 
atmospheric levels
Atmospheric CO2 levels are very likely to continue in-
creasing for the next 30 years, even if changes in the rate 
of emissions take place. Due to the large size of natural 
stores, sinks, and sources, the trend in atmospheric CO2 
levels responds slowly to changes in emissions. The 7% 
decrease in emissions caused by the societal response to 
the COVID-19 pandemic in 2020 (Le Quéré et al. 2021) 
is,  as expected, undetectable in atmospheric levels a year 
later. A conservative forecast by extrapolating the increase 
in CO2 values since 1960 gives 498 ppm of CO2 by 2050.

Regarding CO2 emissions, the failure of past projec-
tions shows how difficult it is to forecast future emissions. 
It is very easy to extrapolate fossil fuel consumption that 
has experienced continuous growth for over a century, but 
several factors are very likely to have a significant impact 
in fossil fuel production for the 2022–2050 period, making 
a simple extrapolation a non-realistic forecast. The UN 
population forecast shows that there is a profound and 
inevitable demographic change taking place (United Na-
tions DESA 2017). The UN medium-variant projection 
shows every region except Africa reaching peak popula-
tion by 2050. The aged >60 population is the fastest grow-
ing group and by 2050 all regions of the world except Af-
rica will have at least a quarter of its population above age 
60. Population demographics suggests a growing negative 
pressure on per capita energy use, whose increase has been 
driven in the 21st century by the growing Asian middle 
class. For countries with high old-age dependency ratio 
(number of people above 64-years old per 100 people in 
working age), what it is observed is a decrease in per cap-
ita energy use with time (Fig. 13.1). China's former one-
child policy is going to turn its demographic dividend into 
a demographic burden very fast. China's working popula-
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tion has already peaked in 2010, and by 2040 it should 
have an old-age dependency ratio similar to Japan.

Besides an increasing fraction of older people, popu-
lation decrease should also reduce the total energy de-
mand. From the supply side, coal production is showing an 
unexpected lack of growth, and oil production is generally 
expected to peak within the 2022–2050 period for a vari-
ety of reasons, including reducing energy return on energy 
invested (EROEI, manifested in increasing costs of pro-
duction), energy transition mainly to natural gas, but also 
to alternative energy sources, and active global policies to 
reduce oil and coal burning.

Because of these and other economic factors, our CO2 
emissions have been growing more slowly for the past few 
years, having already reached its lowest 5-year average 
value since there are records (Fig. 13.2,  purple line). Our 
emissions are growing now at a rate like RCP 4.5 (Fig. 
13.2,  black line). If the present trend slowing continues, a 
decrease in CO2 emissions should start before 2050 and 
should continue for the foreseeable future, unless demo-
graphic trends change. The slowing in emissions rate 
started years before the Paris Agreement, so a recovery 
from COVID-19 pandemic effects is unlikely to change 
the sign of that trend.
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Fig. 13.1 Declining energy per capita for 
countries with aged population
Primary energy consumption in Giga Joules 
per person, for the world (black line) and the 
three countries with highest old-age depend-
ency ratio (number of people above 64-years 
old per 100 people in working age. Italy, dark 
red; Japan, orange; Finland, yellow). Japan's 
population has been declining since 2010, 
Italy's population since 2014, while Finland's 
population is still growing. Source of data: 
BP Statistical Energy Review (2022), and 
World Bank.

Fig. 13.2 Global CO2 emissions are decelerating
Yearly percentage rate of increase in global CO2 emissions from fossil fuels and industry (blue bars, left scale), and its 5-year average 
(purple line, left scale). Global CO2 emissions from fossil fuels and industry, in gigatons of CO2 (black line, right scale). CO2 emissions 
considered by the four IPCC AR5 emissions scenarios in the four representative concentration pathways (colored lines, right scale). Since 
2011 our emissions have been growing at a similar rate to RCP 4.5. Source: Gilfillan et al. (2019). Data for 2017–21 from BP Statistical 
Energy Review (2022), adding cement and flaring contribution estimates. RCP data from IPCC AR5.



What would happen to atmospheric CO2 levels under 
a likely decreasing emissions scenario from 2050? This 
scenario is similar to RCP 4.5 that shows stabilizing at-
mospheric CO2 at c. 500 ppm (van Vuuren et al. 2011). 
However, carbon sinks have been a considerable source of 
positive surprises to climate researchers.  First, it was the 
“missing sink” (Schindler 1999), since it could not be ex-
plained where the emitted CO2 that did not remain in the 
atmosphere was going. Environmentalists were slow to 
accept that the biosphere was expanding and greening in 
response to increasing CO2 and warming, despite the op-
posite effect being well-documented during glacial peri-
ods. Then climate scientists became worried that the land 
(Canadell et al. 2007) and ocean (Schuster & Watson 
2007) carbon sinks were saturating. However, the opposite 
has been found, and sinks are actually increasing their rate 
of uptake (Keenan et al. 2016). If in the 1960s they were 
taking up c. 40% of our CO2 emissions, they are now tak-
ing up c. 50% of our much larger current emissions (Fig. 
13.3; Hansen et al. 2013).

The reason why sinks are taking up more CO2 from 
the atmosphere is that we are farther from equilibrium. 
Since atmospheric CO2 changed very slowly before an-
thropogenic emissions from fossil fuels, it can be assumed 
that sinks (K) and sources (S) were at equilibrium at 
280 ppm (+K = +S). Due to warming the oceans release c. 
16 ppm/°C, so current equilibrium is c. 290 ppm. Since the 
current level (c.  400 ppm) is above equilibrium level, sinks 
are larger than sources (+K > +S), and the farther we are 
from equilibrium, the larger the difference between sinks 
and sources (+K–+S).  If we stabilize emissions (E) near 
present levels, as current trend suggests, the difference 
between sinks and sources will continue increasing until it 
matches emissions (+K–+S = E), reaching a new equilib-
rium for constant emissions. Since we are c. 120 ppm 
above equilibrium and sinks are absorbing 50% of our 
emissions (+K–+S = 0.5E), it can be calculated that for 

constant current emissions the new equilibrium lies at 
240 ppm (120/0.5) above the present equilibrium value of 
290 ppm, or 530 ppm.

Given constant emissions at present levels, atmos-
pheric CO2 should increase with a logarithmically decreas-
ing rate towards 530 ppm, at which point sinks should 
match sources plus emissions (+K = +S + E).  One of the 
biggest mistakes in the climate change debate is assuming 
that we need zero emissions to stabilize CO2 levels.  Deep 
ocean carbon stores are so large that carbon sinks can be 
considered unlimited in terms of anthropogenic emissions. 
The planet has dealt with much higher perturbations of 
atmospheric CO2 levels in the past, as supported by the 
large !13C excursions associated with the formation of 
large igneous provinces that formed over tens of thousands 
of years. The IPCC hypothesis predicts that under constant 
emissions there should be a constant increase in atmos-
pheric CO2 levels and the airborne fraction of anthropo-
genic CO2 should increase as sinks saturate. However, if 
we stabilize our CO2 emissions, after just 10 years it 
should become apparent that the airborne fraction of fossil 
fuel CO2 is decreasing and the rate of increase in total at-
mospheric CO2 is slowing down. Once more we are poised 
for another positive surprise by carbon sinks.  Fossil fuel 
CO2 emissions are growing more slowly now (Fig. 13.2) 
and there is the possibility that they will decrease in a few 
decades. Once our emissions decrease, atmospheric CO2 
will start slowly decreasing, as sinks and sources equili-
brate to our decreasing emissions.

13.3 Fossil fuel changes
The biggest part of our CO2 emissions is due to the burn-
ing of fossil fuels, and a cursory analysis of future fossil 
fuel production is required for a more accurate forecasting 
of future CO2 levels. Coal production reached a maximum 
in 2013 and shows a flat trend for the past 10 years (BP 
Statistical Energy Review 2022; Fig. 13.4). The decline in 
coal production has been completely unexpected. It is 
probably helped by an increasing trend in coal plant re-
tirements reaching 30 GW/year (Shearer et al. 2017), as 
many coal plants are very old, and by the effect of the 
COVID-19 pandemic. There are plans to increase the 
number and capacity of coal plants worldwide and coal 
production should increase again, but coal plant imple-
mentation rate has been low lately (37% for the period 
2010–2016), with most plant projects halted, cancelled,  or 
shelved.  From January 2016 to January 2017 the amount 
of coal power capacity in pre-construction planning de-
creased from 1,090 to 570 GW (Shearer et al. 2017). A 
higher future coal production is possible, particularly with 
the energy crisis caused by the Russo-Ukrainian War of 
2022, because coal reserves are abundant and coal is 
cheaper than other fuels, but as coal is being increasingly 
replaced by gas and other energy sources, it is unlikely 
that coal production will return to the vigorous growth of 
the 2002–2011 period. The unexpected drop in coal pro-
duction from 2013 to 2020 increases the chances that peak 
coal production could take place several decades earlier 
than forecasted.  ExxonMobil (2018) Outlook for Energy 
places Peak Coal in 2025. We cannot discard the possibil-
ity that Peak Coal has already taken place.

Oil is the least abundant fossil fuel. Several signs in-
dicate we are approaching the end of oil growth (Peak 
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Fig. 13.3 The decreasing airborne fraction
The airborne fraction (red) is the fraction of our CO2 emissions 
(black, in ppm of CO2 equivalent) that remains in the atmosphere 
each year. The declining trend shows how over time a smaller 
part of our much larger emissions remains in the atmosphere. 
After Hansen, et al. (2013). Atmospheric CO2 data from Mauna 
Loa, NOAA. Emissions in Gt carbon from Le Quéré et al. 
(2018), were converted to CO2 by multiplying by 3.664, and 
afterwards to ppm by dividing by 7.8.



Oil). Oil is categorized by its density (specific gravity), 
and with time the proportion of light oil from tight forma-
tions, liquid condensate from natural gas, and heavy oil, 
has been growing at the expense of more desirable inter-
mediate density oil. It is also clear to anybody that we 
would not have to resort to fracturing shale rocks with 
high pressured water to obtain low-producing wells that 
decline by 75% in just three years, if we could still get 
sufficient oil by more conventional methods.

The impression that peak oil is approaching is con-
firmed by analyzing the oil growth curve.  For the past 30 
years oil growth has been declining from c. 2% to c. 1% 
(Fig. 13.5). This is a period when oil production has not 
been constrained, and more oil could have been produced 
if more demand for it existed. The decline can be attrib-

uted to a multitude of factors, including global economy 
growth rate, increasing oil use efficiency,  economic 
changes that reduce energy intensity, demographic 
changes, and active policies to reduce oil consumption. If 
this long-term trend continues,  peak oil is expected to be 
reached c. 2065 when oil growth should cease, but linear 
trend extension is a poor way of forecasting.  While it is 
hard to imagine realistic scenarios that would invert a de-
creasing 37-year long trend in oil growth, there are several 
scenarios that might accelerate Peak Oil. Obtaining oil 
from more difficult geologic formations leads to a higher 
cost oil that, to be sustainable over the long term, must be 
adequately reflected in oil price, and should promote oil 
substitution. The net energy yield of our global oil opera-
tions is decreasing, becoming a less efficient, less competi-
tive process.  Concerns over CO2 emissions are also driv-
ing oil substitution with policies that for example support 
the increase in electric vehicles.

The conservative forecast for oil production proposed 
here is in stark contrast to every single official projection 
by the International Energy Agency, the U.S. Energy In-
formation Administration, British Petroleum Statistical 
Review of World Energy, or ExxonMobil Outlook for En-
ergy, as none of them projects a decline in world oil pro-
duction for the next decades. Therefore, it is fair to ask if it 
is really conservative to predict a Peak Oil within the next 
three decades. After all the business-as-usual projection 
has proven superior so far despite repeated claims of im-
pending Peak Oil in the past. Each one must decide about 
that, and the author has exposed the reasons that lead him 
to believe Peak Oil is a conservative prediction. The 
author also believes no official projection will ever antici-
pate a decline in production as they cannot afford to be 
wrong on that. They will only see a decline after a decline 
is taking place, and therefore have no predictive value. 
The lack of growth in coal production since 2013 is an 
example. It was never predicted before it took place, but it 
is predicted in some scenarios afterwards.  The last peak in 
oil production (crude + condensate) was established in 
November 2018 and predates the COVID-crisis by more 
than a year. This oil peak is likely to remain in place for 
several years to come, a situation that has no precedent. 
Oil upstream capital expenditure has been insufficient 
since 2015 and new oil discoveries are at a multi-decadal 
low. On top of this situation the COVID-19 pandemic re-
sponse has been very negative for oil capital expenditure 
and production, and the situation is likely to continue be-
cause the COVID-induced global economic crisis, com-
pounded by the Ukraine war and sanctions consequences, 
is going to be severe and multi-year.

If Peak Oil does take place before 2050 (or has taken 
place in 2018, as believed by this author), the lack of oil 
growth will have to be compensated by other energy 
sources, if global energy consumption is to continue grow-
ing unaffected. While our response to Peak Oil might be to 
increase our coal consumption, it is reasonable to assume 
that we will also substitute it by gas and other energy 
sources, leading to a decrease in CO2 emissions. A likely 
response will also be a reduction in energy consumption 
per capita that several countries are already showing (Fig. 
13.1). Climate change scenarios that consider GHG emis-
sions must factor in the almost inevitable reduction in our 
CO2 emissions during the 21st century to avoid being unre-
alistic.
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Fig. 13.4 Lack of growth in coal production since 2013
Coal production 1981–2021 in million tonnes for the world (black 
line), China (orange line), OECD (blue line), and the rest of the 
world (grey line). Source of data: BP Statistical Energy Review 
(2022).

Fig. 13.5 Decrease in the rate of change of world oil production
Ten-year average of the percentage change in oil production be-
tween 1983 and 2021 with its linear trend. Source of data: BP Sta-
tistical Energy Review (2022).



13.4 Changes in solar activity
Forecasting solar activity has proven difficult. There is 
currently no known mechanism that can explain long-term 
solar variability, and accurate prediction beyond the next 
cycle has not been demonstrated so far. Cycle forecasting 
takes advantage of the presence of repeating features like 
solar extended minima every c. 100 years (centennial 
lows) identified from past activity, despite not knowing 
what causes them. Humans were capable of predicting 
seasons thousands of years before they could explain 
them.

Solar activity has been increasing for the past 300 
years according to sunspot observations and solar proxies 
(Fig. 13.6a, trendline). The Feynman centennial solar cy-
cle (Feynman & Ruzmaikin 2014; see Sect. 8.6) defines 
three oscillations (F1–F3, Fig. 13.6a) delimited by the 
lowest sunspot minima every c. 100 years. The last oscilla-
tion, F3, has the highest average sunspot number 
(93.4 SN/year). This period, and particularly between 
1935–2004, has been termed the Modern Solar Maximum 
(MSM; Kobashi et al.  2015). We are currently in a centen-
nial extended minimum in solar activity between F3 and 
F4,  that should be named the Clilverd solar minimum 
since Clilverd et al.  (2006) were capable of predicting it. 

The cycle-based forecast indicates it should affect mainly 
solar cycle (SC) 24 and SC25 with increasing solar activ-
ity afterwards. SC25 has already been forecasted to be 
intermediate between SC24 and SC20 by the reliable polar 
fields method (Svalgaard 2018), supporting cycle forecast-
ing.

A cycle-based forecast for 2020–2050 must consider 
the centennial periodicity.  Analogues for SC25–27 are 
SC6–8, and SC15–17. Also, since long-term solar activity 
is increasing within the millennial periodicity towards its 
2050–2100 maximum, SC25–27 should have higher activ-
ity than SC15–17, as that period had higher activity than 
SC6–8 (Fig. 13.6). The forecast therefore is:

• SC25 should be slightly above SC24, but below 
SC23

• SC26 should also be above SC24, and similar to 
SC23

• SC27 should be similar to SC22

From 2022–2035 solar activity is forecasted to be 
below average. From 2035–2055 activity should increase 
inversely to the 1980–2000 decline (Fig.  13.6). SC29 
should have somewhat reduced solar activity due to the 
pentadecadal periodicity that also affected SC20 and 
SC10. From 2080 solar activity should decrease due to the 
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Fig. 13.6 Sunspot forecasting based on solar activity cycles
a) International annual sunspot number 1700–2020 in black, with rising linear trend. The centennial Feynman periodicity represented as a 
sinusoidal curve with minima at the times of lowest sunspot numbers, defining the centennial periods F1–F3, with their span indicated by 
the dates below. F3 shows the highest solar activity of the three. F2 was affected by the presence of a bicentennial (de Vries) cycle low at 
SC12–13. Source of data: WDC–SILSO, Royal Observatory of Belgium, Brussels. b) Solar model built on the spectral properties of solar 
activity from cosmogenic records and sunspot records. The model assumes default maximum activity for each cycle that is then lowered 
by the distance to the lows of the five cycles considered: 2500-yr, 1000-yr, 210-yr, 100-yr and 50-yr cycles. Cycles dates and periods 
deduced from past activity are projected into the future, producing a solar activity forecast for 2022–2130. F4 is set to coincide with a 
peak in the millennial Eddy cycle identified from Holocene solar proxy records, and likely to have more sunspots than F3 despite another 
de Vries cycle low expected for SC31–32. SC1, SC10, SC20, and SC29 constitute lows in the pentadecadal solar periodicity, that reduces 
sunspot numbers at the peak of the centennial periodicity.



bicentennial (de Vries) periodicity that affects solar activ-
ity a few decades in advance of the centennial minima

In summary, 21st century solar activity should be simi-
lar or a little higher than 20th century solar activity, due to 
being at the peak of the millennial Eddy solar cycle. This 
level of solar activity corresponds to the Holocene highest 
25%, and no doubt is contributing to the present warm 
period.  Lower than average solar activity should only take 
place in the 2006–2035 period. The Sun should promote 
warming during the 2035–2100 period but should reach 
maximal millennial activity during the 2050–2080 period.

13.5 A mid-21st century solar grand 
minimum is highly improbable
A mid-21st century solar grand minimum (21stC-SGM) 
prediction breaks the golden rule of forecasting, as it is a 
non-conservative prediction. Surprisingly a high number 
of well-known authors that question the CO2 hypothesis 
have embraced the 21stC-SGM hypothesis. In the famous 
for the wrong reasons first issue of the Pattern Recognition 
in Physics journal, N.–A. Mörner and eighteen more 
authors signed a letter (Mörner et al. 2013), stating a con-
clusion and two implications that challenged IPCC inter-
pretation of climate change and triggered the termination 
of the journal by its owners. Of interest here is the second 
implication that served as a basis to doubt IPCC claims: 
“Several papers have addressed the question about the 
evolution of climate during the 21st century.  Obviously, we 
are on our way into a grand solar minimum.”

There is no convincing evidence for a 21stC-SGM, 
that would justify such a non-conservative forecast.  Ab-
dussamatov (2013) was probably the first to write about 
this issue in Russian in 2007, but he mistakes the current 
centennial low for a bicentennial one, and ignores the 

modulating effect of the 2500-yr Bray solar cycle on the 
bicentennial (de Vries) cycle amplitude. But the consensus 
dissolves upon scrutiny, as many of those authors have not 
published on the issue, and Scafetta (2014), and 
Charvátová & Hejda (2014) actually do not predict a 
21stC-SGM, but a tame, run-of-the-mill,  centennial low. 
Charvátová foresees nearly identical activity for SC24–26 
as for SC12–14, very far from SGM low values. Mörner, 
the first signatory, was so convinced of the coming 21stC-
SGM that he did not present any evidence in his numerous 
articles about the issue (Mörner 2015). Salvador (2013), 
and Shepherd et al. (2014) rely on different models for 
their 21stC-SGM prediction, the first a tidal torque model, 
and the second a solar dynamo model. Salvador's model 
disputes the approaching millennial peak in solar activity, 
with a projection of 160 years of very low solar activity, 
while the dynamo model from Zharkova's group doesn't 
adequately hindcast past solar activity. Together with Ste-
inhilber & Beer (2013) evidence-based forecast, they all 
have the problem that the very reliable polar fields method 
has already forecasted a SC25 with more activity than 
SC24 (Svaalgard 2018), contradicting their proposed con-
tinuous decline in solar activity towards the predicted 
SGM.

A conservative forecast that a SGM is not going to 
take place doesn't need supporting evidence, as the Sun 
only expends c. 17% of its time in SGM conditions (Uso-
skin et al. 2007), so the chances are skewed against it. 
However, an analysis of what is known about SGM builds 
a strong case against the 21stC-SGM hypothesis. 30 SGM 
have been identified during the 11,700-year Holocene 
based on a very high rate of cosmogenic isotopes produc-
tion (Usoskin et al. 2007; Inceoglu et al. 2015; Usoskin et 
al. 2016; Fig.  13.7). The average is one SGM every 400 
years, but SGM show a tendency to cluster. 17 SGM 
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Fig. 13.7 Solar Grand Minima distribution during the Holocene
Thirty Solar Grand Minima (SGM) from solar proxy records during the Holocene, identified in the literature, are indicated by black 
boxes of thickness proportional to their duration. The 2500-yr Bray solar cycle (black sinusoidal) and the 1000-yr Eddy cycle (red sinu-
soidal) identified in solar proxy records are displayed at their proposed time-evolution that best matches both solar activity and climate 
changes consistent with their periodicity. Periods where any of the cycles is at its lowest 20% of their relative sinusoidal function are 
marked in blue, and comprise 54% of the Holocene. Present position is indicated by a dashed line. SGM show a bias towards clustering at 
the blue areas. Question mark, a questioned SGM that could correspond to an increase in cosmic rays from a supernova (see Sect. 8.7). 
RWP: Roman Warm Period. DACP: Dark Ages Cold Period. MWP: Medieval Warm Period. LIA: Little Ice Age. MGW: Modern Global 
Warming. Source for SGM data: Usoskin et al. (2007); Inceoglu et al. (2015); Usoskin et al. (2016).



(57%) are at around two centuries of another SGM, and 7 
clusters of 2 or more SGM can be recognized. That is why 
the de Vries bicentennial cycle is so important for SGM as 
it is a very favored spacing. Usoskin et al. (2016) have 
shown that SGM have a statistically significant tendency 
to cluster at the lows of the 2500-yr Bray solar cycle, chal-
lenging random-probability based analyses (Lockwood 
2010). If we also consider the 1000-yr Eddy solar cycle, 
we can see that 26 SGM (87%) fall at or right next to the 
periods when one of these two cycles is at its lowest 20% 
(colored areas in Fig. 13.7, 54% of time).  The conclusion 
is clear,  SGM tend to occur nine out of ten times when 
solar activity is at its lowest coinciding with the lows of 
the 2500 and 1000-yr solar cycles. In periods like the pre-
sent, outside the lows of both solar cycles, the Sun ex-
pends only 7.5% of its time in a SGM, and with a fre-
quency of c. 1 SGM in 1000 years. Forecasting a SGM for 
the mid-21st century is really a low-probability non-
conservative proposition. The probability for a next SGM 
should become high again c. AD 2450.

13.6 Changes in global surface average 
temperature anomaly
Over periods of a few years climate variability appears to 
be dominated by El Niño/Southern Oscillation (ENSO) 
variability (Fig. 13.8), that so far has resisted forecasting 
attempts. The failure of the 2014 and 2017 El Niño fore-
casts (ECMWF 2021) shows the difficulty of forecasting 
ENSO and global temperatures even for a few months. 
The February 2017 El Niño forecast (ECMWF 2021) 
failed because it did not take into account solar activity 
control of ENSO (see Sect. 10.4). February 2017 belongs 
already to the late decline in activity towards the end of 
the solar cycle that corresponds to phase III in Fig. 10.12, 
when a La Niña is more probable than an El Niño.

The successful 2020 La Niña prediction (Vinós 2019) 
anticipated a continuation of the decline in global surface 
average temperature (GSAT) observed since February 
2016. From mid-2019 the PDO returned to the negative 
values that prevailed during the pause (1999–2014).  The 
combined effect of ENSO, oceanic oscillations, and low 
solar forcing from the Clilverd extended solar minimum 
suggest that the lack of significant global warming should 
continue perhaps until the late 2020s or early 2030s estab-
lishing a new pause. GSAT (HadCRUT4.6) is already in 
2021 lower than 95% of CMIP5 models (RCP4.5 emis-
sions scenario; Fig. 13.9) and CMIP6 models project even 
more warming (Meehl et al. 2020). A new pause would 
make the model-observations disparity even more striking, 
as the GSAT appears to be increasing in a linear fashion 
since 1950, while models project an accelerating path as 
prescribed by the CO2 hypothesis.

The effect of multiple solar cycles with lower than 
average activity on temperature is not well determined,  but 
previous similar periods, known as solar extended minima, 
coincide with cool periods in the early decades of the 18th 

century (Maunder minimum), 19th century (Dalton mini-
mum), and 20th century (Gleissberg minimum). A lag of c. 
10–20 years has been found between the decrease in solar 
activity and its effect on tree-ring growth and ice core 
temperatures in several reconstructions (Eichler et al. 
2009; Breitenmoser et al. 2012; Anchukaitis et al. 2017). A 

longer lag has been found on the maximum effect of solar 
activity reduction on the increase in heat transport, causing 
cooling in low latitudes and warming in high latitudes 
(Kobashi et al. 2015). The present solar extended mini-
mum, named here the Clilverd minimum, includes SC24 
and most likely SC25. A conservative forecast on the ef-
fect of the Clilverd minimum on temperatures indicates no 
additional global warming before 2035, and perhaps even 
a slight cooling. This forecast is also supported by the po-
sition of the 65-year oscillation in global temperature (see 
Fig. 12.15), that also indicates no warming for the first 3 
decades of the 21st century.

It is remarkable that a knowledge-based conservative 
forecasting for the next 15 years as the one presented here, 
agrees so well with the naive no-change forecast proposed 
by Green and Armstrong in 2007, that has been superior to 
the IPCC early forecast. It is important to emphasize that 
although very variable in the short term in different places, 
Earth temperature is extraordinarily constant over the long 
term. 0.2 °C is a small variation in temperature at temporal 
scales of less than one year, but a significant variation on 
yearly averages, an important variation in decadal tem-
perature scales, and a huge variation in millennial scales. 
The Neoglacial trend that has driven glacier expansions all 
over the globe, culminating at the LIA, was just –0.2 °C/
millennium or less over the past five millennia (–0.38 °C/
millennium in Greenland; Kobashi et al. 2015), due to 
Milankovitch forcing.  The planet lost about one degree 
average from the Holocene Climatic Optimum to the sec-
ond millennium AD, and this amount caused considerable 
glacier expansion and biome changes, reducing tropical 
forests and expanding the tundra. Higher temperature 
changes are observed on shorter timeframes, but they also 
have lower and shorter effects. From July 2013 to Febru-
ary 2016 the global surface average temperature anomaly 
increased by 0.4 °C but has since lost most of it (Fig. 
13.9). Multidecadal to centennial temperature forecasting, 
to be conservative, must strongly constrain the amount of 
temperature change that it allows. That is the reason why 
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Fig. 13.8 ENSO-Global temperature relation
June 2013–January 2018 Niño 3.4 region sea surface temperature 
anomaly (black line, left scale), and monthly global surface aver-
age temperature anomaly (red line, right scale). Data from Aus-
tralian Bureau of Meteorology and UK HadCRUT4.6 dataset.
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Fig. 13.10 Conservative temperature, CO2 level, and emissions forecast to AD 2200
CO2 emissions from fossil fuels forecast (brown continuous line, right outer scale) based on a peak in oil consumption by 2018–35 
(dashed brown line), a second peak in coal consumption before 2050 (dotted brown line) and increasing gas consumption to 2100 (dash-
dotted brown line), producing a peak in CO2 emissions from fossil fuels at c. 35 Gtons by 2050. Historical CO2 emissions from fossil 
fuels are from Gilfilland et al. (2019), archived at CDIAC (AppState) and updated with data from BP Statistical Energy Review (2022). 
Atmospheric CO2 levels (blue line, right inner scale) should therefore stabilize at c. 500 ppm by 2080 before starting to decrease slowly 
as sinks remove more than is added. Historical atmospheric CO2 levels are from Law Dome (after Etheridge et al. 1996) to 1958 and 
from NOAA afterwards. An idealized millennial cycle in solar activity is represented by the orange line, peaking at 2050–2080, temporar-
ily reduced by centennial and bicentennial lows indicated with their names. CMIP5 model-mean temperature anomaly (red line) projects 
reaching +1.5 °C above pre-industrial by the 2030s, and +2.0 °C by the 2050s. Temperature anomaly should stabilize until the 2030s, 
increasing afterwards and peaking c. the 2070s at c. +1.5 °C above pre-industrial, due to CO2, solar activity forecasts, and oceanic oscilla-
tions. Afterwards temperature anomaly could enter a slightly declining undulating plateau as both CO2 and solar activity slowly decline. 
Historic temperature anomaly is from UK MetOffice HadCRUT 4.6 global surface monthly dataset (13-month averaged).

Fig. 13.9 Global temperature change 1950–2021: comparing observations to models
Black curve, global surface temperature anomaly (°C; monthly HadCRUT 4.6 13-month averaged) with its linear trend (thin continuous 
line), and 95% confidence interval (grey area). Data from UK Met Office. Red curve, Coupled Model Intercomparison Project Phase 5 
(CMIP5) multi-model mean temperature anomaly 1950–2050 under RCP 4.5 conditions (13-month averaged) with 25–75% (medium red 
area), and 5–95% values (light red area) for the 42 models used. Data from KNMI climate explorer, Trouet & van Oldenborgh (2013). 
CMIP5 models were initialized in 2006 (vertical line) and reproducing historical climate to that point was a prerequisite.



Green and Armstrong no-change forecast was better than 
IPCC 0.3 °C/decade forecast. Frequent claims that we are 
on course to +2 °C above pre-industrial average tempera-
ture by 2100, included in some official climate scenarios, 
require sustained long-term warming rates above what it 
has been observed over the past seven decades, and thus 
are highly unlikely to be correct in any case.

For the past 120 years, the global temperature anom-
aly has been changing by a long-term trend and a 65-year 
oscillation that have not been affected much by the in-
crease in CO2. The long term temperature trend is c. 
+0.12 °C/decade in global temperature anomaly,  while the 
65-year oscillation departs from trend by c. ± 0.2 °C (Fig. 
13.9). After 2035 a likely increase in solar activity, and an 
expected change in phase in the 65-year oscillation, sug-
gest a forecast for resumed warming during the c. 2035–
2065 period. Therefore, for the entire period 2018–2065 
we should expect a continuation of the observed linear 
increase in temperature since 1950 (Fig. 13.10) of c. 
0.12°C/decade. Any small deviation from this linear trend 
should be towards lower values if emissions decrease or if 
solar activity is lower than expected. An increase in any of 
them beyond what is calculated is unlikely as they are al-
ready considered a high scenario.

Of the two most important external forcings contribut-
ing to Modern Global Warming, stabilizing emissions sug-
gest that maximum CO2 levels could be reached by c. 
2075, while maximum solar forcing is forecasted for the 
2050–2080 period. If those forecasts are correct, it follows 
that maximum temperature should be reached in the 2050–
2100 period at c. +1.5 °C above pre-industrial values, and 
remain essentially stable, with variability due to natural 
oscillations and a small declining trend, for the rest of the 
present warm period (Fig. 13.10). This warm period, cur-
rently unofficially known as the Anthropocene, could last 
2–3 centuries more, until c.  AD 2250–2350, if the Medie-
val Warm Period is a good analog.

This conservative forecast of essentially no change in 
temperature for the next 200 years, allowing for ± 0.5 °C 
multidecadal changes, rests on the following assumptions:

• A continuation of the CO2 emissions stabilizing 
trend observed over the past 10 years with a small de-
clining trend of 0.3%/year after 2050

• An increase in solar activity peaking c. 2080 and a 
decrease afterwards

• Unsaturating carbon sinks for the period and 
amounts considered

• A trend to equilibrate carbon sinks and sources plus 
emissions at an airborne fraction close to zero

The forecast does not depend on any change in poli-
cies or heroic reductions in emissions. Policies already 
being implemented,  limitations in fossil fuel availability, 
and natural demographic changes set the course for future 
reductions in emissions. Faster reductions should not af-
fect the forecast very much, as atmospheric levels should 
react slowly to them, and the effect of CO2 on temperature 
appears to be lower than estimated by the IPCC (see Sects. 
12.7 & 12.10).

13.7 Consequences for Arctic sea ice
The 30% decline in Arctic sea-ice extent that took place 
between 1995 and 2007 led to numerous radical forecasts, 
predicting in some cases a summer ice-free Arctic by 2016 
(Maslowski et al. 2012) due mainly to albedo feedback 
leading sea-ice into a “death spiral” (Serreze 2008). Of 
course, radical forecasts are seldom true, and the albedo 
effect on sea-ice has turned out to be lower than expected, 
because summer Arctic sea ice extent has refused to de-
cline any further for the past 14 years. Green and Arm-
strong (2007) are proven correct in their assessment that 
experts' predictions are not useful in situations involving 
uncertainty and complexity, when biases tend to go un-
checked.

A knowledge-based Arctic sea ice forecast must take 
into account the known 60 and 20-year periodicities in sea 
ice (Polyakov et al. 2004; Divine & Dick 2006; Wyatt & 
Curry 2014) probably responsible for the present Arctic 
summer melting pause. These oscillations are likely to 
produce no change to slight growth in Arctic summer ice 
until c. 2035, when significant melting is more likely to 
renew. A conservative forecast is that Arctic summer sea 
ice will decrease at a slower rate for the period 2022–
2050. By 2050 there should still be close to 4 million km2 
of summer sea ice in the Arctic (Fig. 13.11; table 13.1). A 
return to a warming, melting phase around 2040 might 
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Table 13.1 Twenty-first century 
climate projections
The 2021 values for some climate 
indexes are given in the first data 
column. The rest of the columns give 
the projected or assumed correspond-
ing values for 2050 (light blue back-
ground) and 2100 (darker blue back-
ground), for this author conservative 
prediction and IPCC CMIP5 RCP4.5 
emissions scenario. The biggest dif-
ferences are for sea-level rise and 
temperature increase, where the con-
servative prediction is closer to ob-
served changes for the past decades. 
(*) indicates 2020 data.

ProjectionProjectionProjectionProjection
ConservativeConservative IPCC RCP 4.5IPCC RCP 4.5

Year 2021 2050 2100 2050 2100
Atmospheric CO2

(ppm) 416 480–490 ~ 500 490 540

CO2 emissions
(Gt/year) 35* 35 28 42 15

Temperature anomaly 
1961–90 baseline (°C) 0.64 1.0 0.9 1.6 2.2

Temperature anomaly 
above pre-industrial (°C) 0.95 1.3 1.2 1.9 2.5

Arctic sea ice extent
September (million km2) 4.92 3.8 2.5 2.6 1.4

Sea level rise
(mm from 2000) 77 170 340 225 525



further reduce Arctic sea ice that could be down to c. 2.5 
million km2 of summer sea ice (table 13.1) by 2100. With 
such low levels it cannot be ruled out that some summer 
might see an ice-free condition (< 1 million km2). This 
forecast is not too far from the IPCC RCP 4.5 projection 
(Fig. 13.11; table 13.1),  probably because the cryosphere 
(except Antarctica) is showing a strong response to the 
increase in temperature and soot (light absorbing particles) 
levels.

The conservative forecast however is in stark contrast 
to the many alarmist projections from polar scientists that 
believe Arctic sea ice is past a tipping point and only ac-
celerated rates of melting are possible now. Those projec-
tions that see an Arctic free of ice every summer before 
2100 are very likely to be wrong. Lack of significant melt-
ing progress for the next decade and a half might clarify 
the issue.

13.8 Consequences for sea-level rise
In 2007 the IPCC made public its Fourth Assessment 

Report (AR4). Among AR4 emissions scenarios was B1, 
that contemplates slow growth in CO2 emissions to 2050 
followed by moderate decrease in emissions afterwards. 
This scenario is the one that best agrees with the conserva-
tive projection outlined above, and projects a 300 mm in-
crease in sea levels for 2000–2100 (central estimate; Fig. 
13.12). Seven years later the IPCC published its Fifth As-
sessment Report (AR5),  and among the new scenarios 

RCP 4.5 is the most similar to B1. However, the IPCC sea-
level model is now a lot more aggressive and projects 
525 mm for similar emissions (table 2). Such a strong up-
ward revision responded to claims that models used in the 
4th report substantially underestimated the observed past 
sea-level rise, although no acceleration has been observed 
since 1993. Despite the 60% increase due to a change of 
assumptions, the IPCC was severely criticized for produc-
ing estimates of sea-level rise that were too conservative. 
To provide a view that satisfied the consensus, Horton et 
al. (2014) conducted an expert elicitation (poll) on sea-
level rise among authors of articles related to sea-level 
rise. Although they were only asked for a low and high 
scenarios, a mean projection can be obtained by averaging 
both (Fig. 13.12). This intermediate scenario derived from 
Horton et al. (2014) projects a rise of c. 800 mm for 2000–
2100. In 2017 NOAA published their updated global sea-
level rise scenarios where the intermediate scenario, that is 
most consistent with RCP 4.5, forecasts one meter of sea-
level rise for 2000–2100 (Sweet et al.  2017; Fig. 13.12). 
Surprisingly, and despite lack of acceleration in sea-level 
rise since 1993 (28 years), projections are becoming sig-
nificantly more pessimistic with time. It reminds of Mark 
Twain's famous quote: “There is something fascinating 
about science. One gets such wholesale returns of conjec-
ture out of such a trifling investment of fact”  (Life in the 
Mississippi, 1883).

Past sea-level increases for the last 70 years have 
taken place under rapidly increasing emissions. However, 
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Fig. 13.11 Projected Arctic sea ice decline
Model simulations (continuous colored curves), and observations (black curve) of Arctic sea ice extent for September (1935–2090). Col-
ored curves for RCP scenarios are model averages (CMIP5). After Walsh et al. (2014). Brown dashed curve is a model based on the 
known 60 and 20-year periodicities in Arctic sea ice. Black continuous curve is NSIDC September Arctic sea ice extent for the satellite 
window (1979–2021), while 1935–1978 September Arctic sea ice extent data is from Cea Pirón & Cano Pasalodos (2016) reconstruction. 
Dark red dashed curve is a sigmoid survival curve fitted to 1979–2012 data with ice-free conditions near 2030, following the Arctic sea-
ice death spiral proposed by Mark Serreze (2008). The conservative projection (brown dashed curve), explains the pause in Arctic sea-ice 
melting since 2007 and suggests over 2 million km2 of Arctic sea ice remaining by summer 2100.



only a small 0.01 mm/yr2 acceleration has been detected 
by most researchers (Church & White 2011; Jevrejeva et 
al. 2014; Hogarth 2014). The added uncertainty in future 
CO2 levels and emissions suggests a simple linear extrapo-
lation might be sufficient for projecting future sea levels, 
that appear to be increasing quite constantly despite 
changing atmospheric CO2 and global temperature. Such a 
forecast would see a 170 mm increase every 50 years, for 
a total 340 mm increase in the 21st century (Fig. 13.12; 
table 13.1). This increase is too small to constitute a prob-
lem on a global basis but might add to the problem of local 
sea-level rise in areas where land subsidence or lack of 
sufficient sedimentation are going to require adapting 
measures.

13.9 Other climate change 
consequences for the 21st century
A conservative forecast is that most extreme weather phe-
nomena should continue occurring in an unpredictable 
manner without a significant change in frequency. Storm 
data from the last 6500 years shows clearly that storms 
increase in frequency and strength with cooling, and de-
crease with warming (see Fig. 7.7c). The reasons are that 
warming reduces heat transport due to a decrease in the 
latitudinal temperature gradient,  and that the atmospheric 
heat engine has a reduced ability to generate work due to 
an increase in the power required by the intensification of 
the hydrological cycle (Laliberté et al. 2015). The associa-
tion of weaker storm strength to warming is supported by 
a global wind stilling during the 1980–2000 rapid warm-
ing period that reversed course with the pause (Zeng et al. 
2019). Records (Maue 2011) and models (Sugi et al. 2015) 

also show a reduction in tropical cyclone activity with 
global warming.

The only extreme weather phenomenon that is credi-
bly projected to increase is the frequency and intensity of 
heat waves. However, the change could be smaller than 
anticipated as Modern Global Warming is having more 
effect on minimum, rather than on maximum, tempera-
tures producing generally warmer winters. This has an 
added benefit because a 68-authors global study of 5 mil-
lion non-optimal temperature associated deaths found that 
90% of them were cold-related (Zhao et al. 2021). From a 
societal point of view, adaptation to increased heat-waves 
requires cheap, abundant energy.

The effect over the biosphere is more difficult to fore-
cast,  as it has shown very high adaptability through much 
bigger climate changes in the past. If we accept that the 
world in 2021 was c. 0.95 °C above the pre-industrial av-
erage, the conservative forecast indicates it might only 
increase a further 0.55 °C before stabilizing. Therefore, we 
might have already seen over 60% of the total expected 
warming.  The negative effects strictly from climate change 
over the biosphere are very limited,  while the positive ef-
fects are abundant and profound. Most biomes, but par-
ticularly semi-arid ones, have responded to warming and 
CO2 increase through an increase in leaf area (also known 
as greening; Zhu et al. 2016). These three factors (tem-
perature, CO2, and greening) appear to have caused an 
increase in global terrestrial net primary production of 
12% between 1961–2010 (Li et al. 2017). The effect of 
this increased energy flux through ecosystems is beneficial 
to nearly all species. The net effect of the warming and 
increased CO2 is clearly positive for the biosphere. It is 
reasonable to think that too much of a good thing should 
reach a point when the net effect starts being negative, but 
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Fig. 13.12 Sea-level rise intermediate scenarios for 2100
Red continuous curve, sea-level rise measured since 1993 and zeroed in 2000. Data from NASA. Dashed curves, sea-level rise projec-
tions for the 2000–2100 period under intermediate emissions scenarios from different sources. 2007 IPCC AR4 B1 scenario (dashed 
black); 2014 IPCC AR5 RCP 4.5 scenario (dashed dark grey); Horton et al. (2014), survey intermediate scenario (average of the high and 
low scenarios; dashed medium grey); 2017 NOAA intermediate scenario (dashed light grey, Sweet et al. 2017). Black line, 1993-2021 
linear trend extrapolated to 2100. All models were started at zero in 2000 and are shown since 2021.



there is no evidence that we are close to that point or that it 
should be reached within the 21st century.

The loss of Arctic sea ice has been proposed to be a 
clear risk to polar bears,  and the species was included in 
the US endangered species list solely on those grounds. 
However polar bears might not be very sensitive to sum-
mer ice reductions as their ice-dependent hunting takes 
place in spring and is negatively affected by too much ice. 
The species has survived very reduced or even absent 
summer Arctic sea ice during the Holocene Climatic Op-
timum and the past warmer interglacial. The main danger 
to polar bears has historically been human hunting, and 
since the international hunting limitation by the Oslo 
agreement of 1973, polar bear population estimates have 
been increasing, apparently unaffected by the loss of 30% 
of summer Arctic sea ice in the 1995–2007 period (Crock-
ford 2020). At present there is no evidence that polar bears 
are threatened during the 21st century from climate change, 
even if the projected summer ice loss in the Arctic takes 
place (Fig. 13.11).

Regarding other possible consequences,  our knowl-
edge is too limited to say much. Claims of sinking nations, 
hordes of climate refugees, and a new normal every time 
there is an extreme weather event, are wildly exaggerated 
and agenda-driven. The highest return for our limited re-
sources is very likely to come from adaptation policies, 
and no-regrets policies.  Policies to prevent or reduce cli-
mate change are destined to be highly ineffectual given the 
strong natural component of climate change,  as the past 
demonstrates.

13.10 Projections
13a. Human CO2 emissions are stabilizing. Peak coal and 

oil,  and current trends make a decrease in emissions 
very likely before 2050. Atmospheric CO2 levels 
should reach 500 ppm but might stabilize soon after-
wards.

13b.  According to solar cycles, solar activity should in-
crease after the present extended solar minimum, and 
21st century solar activity should be as high or higher 
than 20th century. A mid-21st century solar grand 
minimum is highly improbable.

13c. Global warming might stall or slightly reverse for the 
period 2000–2035. Cyclic factors suggest renewed 
warming for the 2035–2065 period at a similar rate to 
the last half of the 20th century. Afterwards global 
warming could end, with temperatures stabilized 
around +1.5 °C above pre-industrial, and a very slow 
decline for the last part of 21st century and beyond.

13d.  The present summer Arctic sea ice melting pause 
might continue until c.  2035. Renewed melting is 
probable afterwards, but it is unlikely that the Arctic 
summer will become consistently ice free even by 
2100.

13e. The rate of sea-level rise can be conservatively pro-
jected to a 340 mm increase by 2100 over 2000 levels. 
Most rates published are extremely non-conservative 
and very unlikely to take place.

13f. Climate change should remain subdued and net posi-
tive for the biosphere for the 21st century. Adaptation 
is likely to be the best strategy, as it has always been.
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14
THE NEXT GLACIATION

“A global deterioration of climate, by order of magnitude larger than any hitherto experienced by civilized mankind is 
a very real possibility and indeed may be due very soon.”

George Kukla and Robert Matthews (1972)

14.1 Introduction
The expected timeframe for the next glaciation is so far in 
the future that traditionally it has only attracted academic 
interest. There was a small peak of popular interest in the 
early 1970s at the end of the mid-20th century cooling pe-
riod. In January 1972,  geologists George Kukla and Robert 
Matthews organized a meeting on the end of the present 
interglacial, and afterwards they wrote president Richard 
Nixon calling for federal action on the observed climate 
deterioration that had the potential to lead to the next gla-
ciation. Ironically,  concerns over the end of the interglacial 
led to the creation of NOAA's Climate Analysis Center in 
1979 (Reeves & Gemmill 2004), that would substantially 
contribute to global warming research. Some popular 
magazines reported about a coming ice age at times of 
harsh winter weather during the early 1970s.

Current academic consensus is that a return to glacial 
conditions is not possible under any realistic condition for 
tens of thousands of years, and the IPCC expresses virtual 
certainty that a new glacial inception is not possible for the 
next 50 kyr if CO2 levels remain above 300 ppm (IPCC–
AR5, Masson–Delmotte et al. 2013, p 435). This claim 
expressed on so certain terms is in stark contrast with the 
lack of precedent for any interglacial spanning over two 
obliquity oscillations.

14.2 Interglacial evolution
Each interglacial is different. They all have different astro-
nomical signatures, different initial conditions, different 
evolution, and are subjected to non-linear chaotic climate 
unpredictability. But they all take place during a single 
obliquity oscillation. 104 marine isotope stages (MIS) 
have been identified over the Pleistocene's 2.6 Ma, half of 
them (Fig. 14.1b, odd numbers) corresponding to warm 
periods. On average there is one every 50,000 years, al-
most corresponding to the obliquity frequency (41 kyr). 
The match is not exact because some obliquity oscillations 
have failed to produce an interglacial.

For the last 800 kyr, after the Mid-Pleistocene Transi-
tion (1.5–0.7 Ma; Fig. 14.1), the planet has become so 
cold, and the ice-sheets grown so large, that to produce an 
interglacial outside the periods of high eccentricity re-
quires the simultaneous concert of high obliquity, high 
northern summer insolation,  and very large unstable ice 
sheets. This has had the effect of spacing interglacials 
from an obliquity-linked 41-kyr cycle to its multiples 82 or 

123 kyr (see Fig. 2.11). A side effect is that after one or 
more obliquity oscillations without an interglacial the 
planet gets colder,  and when an interglacial is finally pro-
duced, it reaches a warmer state. The climate of the planet 
has become more unstable in the Middle and Late Pleisto-
cene, rapidly transitioning from more extreme cold to 
more extreme warm, and back, contributing to numerous 
species extinctions, and perhaps to the evolution of our 
species (Fig. 14.1c).

The majority of interglacials of the past 800 kyr are 
the product of very similar orbital and ice-volume condi-
tions and present a common pattern (Fig. 14.2).  The Holo-
cene interglacial is the result of similar conditions, and 
belongs to this group. Nearly all exceptions can be ex-
plained in terms of particular orbital and ice-volume con-
ditions that do not apply to the Holocene (see Chap. 2).

Antarctica leads the deglaciation over the Northern 
Hemisphere and reaches its highest temperature at the 
obliquity peak when the Laurentide and Fennoscandian 
ice-sheets are not completely melted yet.  The asynchrony 
between a Southern Hemisphere cooling from declining 
obliquity and low summer insolation, and a Northern 
Hemisphere warming from ice-sheets melting and high 
summer insolation results in a global optimum that has a 
different span depending on latitude. Interglacial tempera-
ture decline presents a delay with respect to obliquity de-
cline of 5,500–8,000 years (see Fig.  2.11), observed since 
the late Pliocene (Donders et al.  2018). This delay has 
been attributed to a lag in the ice volume change with re-
spect to its rate of change (Huybers 2009). Ocean thermal 
inertia could also contribute to the lag. Once northern 
summer insolation is declining at its fastest rate, the inter-
glacial enters a phase of slowly declining temperature (c. –
0.2°C/millennium) that in the Holocene has been termed 
the Neoglaciation. Despite temperature decline and modest 
glacier expansion, sea levels are quite stable over this pe-
riod, as there is no significant ice-sheet build up. The 
Holocene has been clearly at this stage since c. 5000 yr 
ago, until Modern Global Warming.

When northern summer insolation becomes low, and 
obliquity is at its fastest rate of decline, the interglacial 
reaches glacial inception. This tipping point appears to 
take place during a global Little Ice Age (LIA)-type cold 
period when due to the start of ice-sheet build up, sea-level 
starts dropping. The intensification of ice-albedo and vege-
tation feedbacks result in a point of no return. Regardless 
of insolation changes, once glacial inception takes place, 
the glaciation will continue through advances and retreats 
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Fig. 14.1 The Pleistocene climatic madhouse
a) Pleistocene subdivisions according to the International Commission on Stratigraphy. b) LR04 stack of 57 benthic cores record of !18O, 
an ice and temperature proxy, subdivided between ocean (dark blue), and ice (light blue) at the level that identifies the generally accepted 
interglacials. !18O in essence measures the distribution of water between ice and oceans. Numbers correspond to marine isotope stages 
(after Lisiecki & Raymo 2005). c) Pleistocene hominins showing the main species of the genus Homo, and the Australophitecus and Par-
anthropus genera, as well as the approximate time for some of the main cultural advances. No species distinction is made between ergas-
ter and erectus, and between antecessor and heildebergensis. No inference is made regarding evolutionary relationship.



in a relaxation-type dynamic until the conditions are met 
for a new interglacial. During the past 2.3 million years no 
interglacial has been able to continue from one obliquity 
oscillation to the next. Low obliquity conditions have al-
ways led to the end of the interglacial.

Despite their very different temporal scale,  the simi-
larities between Antarctic interglacial records and Green-
land Dansgaard–Oeschger oscillations (Fig. 14.3; see also 
Chap. 3) suggest similar dynamics are at play.  Both have 
been proposed to be astronomically paced (Milankovi# 
1920; Rahmstorf 2003). The warming phase is explosive, 
fed by a fast ice-melting feedback, producing an early 

peak. It appears to constitute an excitable system from a 
stable glacial state. A slow declining phase from the peak 
towards an inflection point (unstable point, Fig. 14.3) sug-
gests a quasi-stable warm phase as the warming conditions 
wane. At the inflection point the intensification of the slow 
ice-accumulation feedback accelerates the cooling phase 
increasing the climatic instability and producing a faster 
relaxation towards the stable state. Fast-slow dynamics 
acting on excitation cycles have been discussed as an ex-
planation for both Dansgaard–Oeschger events and inter-
glacials (Crucifix 2012),  in which the cold stable and 
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Fig. 14.2 Average of six of the past ten interglacials
An average interglacial (black curve and 1' grey bands) was constructed from EPICA Dome C deuterium data for interglacials MIS 5e, 
7c–a, 9e, 15a, 15c and 19c, after aligning them at the zero date, corresponding to 787.0, 624.4, 579.6, 335.5, 214.7, and 131.4 ka in EDC3 
dates. The obliquity average for all of them (grey sinusoid continuous line) and the insolation average at 65°N on 21st June for all but 
MIS 7c–a (grey dotted line) were also averaged from the alignment. The thick line represents the different global substages of a typical 
interglacial. Antarctica leads in deglaciation, with the rest of the planet lagging (Jouzel, et al. 2007; Laskar et al. 2004).

Fig. 14.3 Comparison of MIS 9e 
interglacial and Daansgard–Oechs-
ger event 8
With a different time-scale, MIS 9e 
(black line, EPICA) and DO–8 (red 
dashed line, GISP2) present a fast 
(excitation) transition from an excit-
able point, and a slow (relaxation) 
transition from an unstable point, be-
tween a stable cold state and a qua-
si–stable warm state. Data from Jouzel, 
et al. (2007) and Alley (2000).



warm quasi-stable states constitute the different branches 
of a slow manifold in an excitable dynamic system.

The last interglacial is usually referred as the Eemian, 
its stratigraphic name in Western Europe after the Dutch 
river Eem. The Eemian stratum is dated between 126–
115 ka in Northern Europe and 126–110 ka in Southern 
Europe. MIS 5e is dated between 132–115 ka. Weichselian 
(also Wisconsinan or Würm) glacial inception takes place 
earlier, at 120 ka, when both Antarctica and Greenland 
initiate their cooling at a time when CO2 shows a tempo-
rary decline, and methane and global sea level start declin-
ing (Spratt & Lisiecki 2016; Fig. 14.4). At this time North 
Atlantic subpolar waters become colder and Northern 
European boreal forests start retreating (Govin et al. 
2015). Climate becomes more unstable and at 118.6 ka the 
Late Eemian Aridity Pulse (Sirocko et al. 2005; Fig. 14.4), 
a 470-year cold and dry period, takes place in Central 
Europe. Only 1500 years later the C26 cold period is rec-

ognized in Greenland records (Govin et al. 2015). Finally, 
at 115 ka CO2 levels start decreasing, with over 5,000 
years delay to glacial inception. Temperate forest retreat 
reaches Southern Europe. Methane levels bottom at 
113 ka, and CO2 at 109 ka. Between 108 and 106 ka gla-
cial conditions are established in most records (Govin et 
al. 2015). The first large iceberg discharge takes place at 
107 ka, indicating well-developed ice sheets. While a de-
glaciation usually takes about 5,000 years,  a glaciation 
requires almost 15,000 years.

14.3 Studying the future by looking at 
the past
How glaciations (or ice ages as they are popularly known) 
were discovered, and the 140-year debate that took place 
between CO2 supporters and astronomical cycles propo-
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Fig. 14.4 The Eemian interglacial and its transition to the Weichselian glaciation
a) Obliquity configuration (black continuous line; after Laskar et al. 2004). b) Summer energy at 70°N (red dashed line; after Huybers 
2006). Dots indicate current values. c) Methane levels (black continuous line; after Loulergue et al. 2008). d) Carbon dioxide levels (red 
dashed line; after Bereiter et al. 2015). e) Interglacial temperature profile (black continuous line, no scale). f) Sea level (red dashed line; 
after Spratt & Lisiecki 2016). g) Antarctic temperature anomaly (black continuous line; after Jouzel et al. 2007). h) Greenland tempera-
ture anomaly (red dashed line; after NEEM Community Members 2013). H11: Heinrich event 11. LEAP: Late Eemian aridity pulse. C25 
and C26: North Atlantic cold events 25 and 26.



nents to explain them, was described in chapter 9 (see 
Sect. 9.2). The scientific debate was settled in favor of the 
latter ones.  The evidence is so strong for the orbital-driven 
Pleistocene glacial oscillations,  that it has become widely 
accepted as an exception to the CO2 hypothesis of climate. 
No alternative to Milankovitch Theory has successfully 
explained why CO2 levels oscillate at Milankovitch fre-
quencies. Milankovitch is a problem for the hypothesis 
that CO2 is climate's main control knob,  as it doesn't leave 
much room for CO2 to explain the climate of the past 3 
Myr, when very large oscillations have taken place at 
quasi-regular intervals. An explanation offered is that very 

low CO2 levels during the Pleistocene allowed glacial pac-
ing by Milankovitch orbital changes. However,  this expla-
nation, that sounds very much like a “no true Scotsman” 
statement to explain an exception, is unconvincing, as pre-
cisely the lower the CO2 levels the more climatic effect its 
changes must have. But since temperature and CO2 levels 
follow Milankovitch oscillations, an unresolved question 
is how much of the temperature change is caused by the 
CO2 change. Central to this question is the climate sensi-
tivity to CO2 at equilibrium (ECS). At one extreme, Caro-
lyn Snyder (2016), attributes all temperature changes to 
CO2 changes, estimating an Earth system sensitivity of 
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Fig. 14.5 Low eccentricity interglacials of the past 800 ka
EPICA Dome C deuterium proxy expressed as temperature anomaly for a) MIS 1, b) MIS 11c, and c) MIS 19c, aligned at their intergla-
cial start (vertical line). MIS 1 and MIS 19c have a similar orbital configuration with obliquity (dark red continuous line) rising slightly 
ahead of northern summer insolation (red dashed line) producing a peak in summer energy (orange dotted line) at the start of the intergla-
cial. For MIS 11c northern summer insolation, started increasing from a relatively high level several kyr earlier than obliquity, and con-
tinued being high for two oscillations resulting in a very wide summer energy peak. When obliquity, northern summer insolation, and 
summer energy decreased for MIS 11c, there was a longer than usual delay until temperature fell. Despite its unusual length due to its 
unusual orbital configuration, MIS 11c could not continue through an obliquity minimum. The proximity of its obliquity minimum makes 
the Holocene orbital configuration unfavorable for a long interglacial. MIS 1 temperature data averaged with a 200-yr running window. 
After Jouzel et al. (2007); Laskar et al. (2004); Huybers (2006).



9°C warming per doubling of CO2 over millennia (dis-
puted for ignoring orbital forcing by Schmidt et al. 2017). 
At the other extreme, with an ECS of 1.5°C (Lewis & 
Curry 2018), CO2 contribution to the glacial-interglacial 
temperature change would be relatively minor (c. 15%).

Chapter 2 reviewed Milankovitch Theory of the gla-
cial cycle showing how glacials and interglacials result 
from the interplay between the 41-kyr obliquity cycle and 
a 100-kyr ice-volume cycle. A clear consequence derived 
from evidence is that once an interglacial takes place and 
most extrapolar ice is melted, the 100-kyr ice-volume cy-
cle plays no role and the end of the interglacial is decided 
solely on obliquity's terms. High summer insolation at 
high northern latitudes might delay the inevitable,  but 
obliquity always has the last word on finishing intergla-
cials. Obliquities below 23° do not support interglacials, 
and their end becomes only a question of when. The ques-
tion of the end of the present interglacial has become a 
question of what happens when obliquity gets below 23° 
(in 3,500 years), and to answer that question scientists can 
choose between looking at the past for adequate analogues 
analyzing their differences with the present interglacial,  or 
use models and run them far into the future to see what 
they say. The main problem with this second approach is 
that models must be programmed with all the relevant 
functions correctly, or otherwise their output is useless. 
And as we have seen (Chap. 2), to study the end of the 
present interglacial the relevant orbital parameters are 
summer energy (or obliquity) and eccentricity. By con-
trast, almost every study dealing with the issue has used 
the erroneous 65°N summer insolation parameter, and that 
mistake is reflected in every model.

14.4 MIS 11c is a poor Holocene analog
Most authors use MIS 11c interglacial as analog to the 
Holocene, because of similarly low eccentricity. However, 
precession and obliquity do not align in the same way for 
MIS 11c as for the Holocene (see Sect. 2.10, interglacials 
of atypical duration). MIS 11c is an anomalous interglacial 
in terms of duration, and clearly this is not due to low ec-
centricity as MIS 19c had similarly low eccentricity and a 
standard duration (Fig. 14.5).

During the Middle to Late Pleistocene only a combi-
nation of high obliquity, high ice volume, and high 65°N 
summer insolation provides enough summer energy and 
ice-melting positive feedbacks to terminate the glacial 
period.  Afterwards (as in MIS 19c,  Fig. 14.5c), the fall in 
summer energy brings about glacial inception after a delay 
of several thousand years. In the case of MIS 11c, an un-
likely coincidence of several factors working together re-
sulted in the longest interglacial of the past million years. 
First, 65°N summer insolation was relatively high for 
many thousands of years before glacial termination, above 
480 W/m2 (today's value). This, together with extraordi-
narily high ice-volume instability (the largest amount of 
ice in the entire Pleistocene), could have “primed” the 
interglacial, that started unusually soon after summer en-
ergy began increasing, without the usual wait to obliquity 
increase. The obliquity peak took place right in the middle 
of two insolation peaks. It is extremely unusual that such 
combination would produce an interglacial in the Middle 
to Late Pleistocene, but in the case of MIS 11c the 65°N 
summer insolation at the minimum between the two inso-

lation peaks never falls below 500 W/m2,  a value higher 
than today's. As a result, summer energy shows a very 
broad peak of 20,000 years,  versus the usual 10–12,000 
years (Fig. 14.5b, dotted line). When summer energy was 
declining, came the second peak in 65°N summer insola-
tion,  increasing the temperature and producing a very 
warm interglacial, particularly so late. When finally, the 
orbital conditions were adequate for glacial inception, the 
interglacial had lasted almost 25,000 years, almost double 
the usual duration.  The high amount of heat gained during 
such a long interglacial probably caused the delay between 
falling summer energy and glacial inception to be of 
10,000 years instead of the usual 6,000. MIS 11c ended up 
lasting close to 35,000 years. However, despite such a long 
interglacial expanding two precession peaks, it could not 
extend from one obliquity oscillation to the next. Once 
glacial inception is reached there is no turning back even 
under rising obliquity and summer energy.

MIS 19c is a better analog in terms of eccentricity, 
obliquity, and precession. The main difference is that low 
values in obliquity and insolation during MIS 19c, and 
relatively low ice-volume prior to it,  resulted in a cool, 
short interglacial (Fig. 14.5c). The values of obliquity,  
insolation, and summer energy were lower at MIS 19c 
glacial inception than they are currently.

14.5 The long interglacial hypothesis
Intermediate complexity (simplified) climate models have 
been used since the early 1990s to explore glacial condi-
tions under elevated CO2,  and Loutre and Berger (2000) 
tried to specifically address the question of the end of the 
present interglacial. They found that at CO2 concentrations 
of 210 ppm the ice-sheets would form at 15 kyr AP (after 
present), while no ice-sheets form for 130 kyr AP with 
CO2 levels of 250 ppm. The 65°N summer insolation 
changes for the next 50 kyr are so small that they find that 
with CO2 levels reproducing Vostok records (a decrease 
from 296 to 184 ppm over the next 114 kyr), the present 
interglacial should last c. 50,000 years more. Since the 
only long interglacial of the Middle to Late Pleistocene is 
MIS 11c, it was confirmed as a suitable analog because it 
had similarly low 65°N summer insolation changes and 
relatively high CO2 levels (as a warm interglacial).

The main conclusions from Loutre and Berger (2000), 
were that no insolation threshold will be crossed within the 
next 40 kyr, and that a glacial inception within the next 
50 kyr would require unnaturally low CO2 levels.  This 
modeling result was confirmed multiple times (Cochelin et 
al. 2006; Mysak 2008). Archer and Ganopolski (2005) 
painted a more drastic scenario, with the release of 
5,000 GtC (545 GtC were released between 1870–2014) 
preventing glaciation for the next half million years. 
Ganopolski et al. (2016) determined a 65°N summer 
insolation/CO2 threshold for glacial inception from model 
realizations. With such a threshold, not even the pre-
industrial CO2 level of 280 ppm could produce an inter-
glacial at present, and present cumulative carbon emis-
sions already preclude a glacial inception over the next 
50 kyr.

The long Holocene interglacial hypothesis has be-
come an axiom that is seldom questioned in the scientific 
literature and fully endorsed by the IPCC. However, this 
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axiom is based exclusively on model studies that rest on 
three assumptions that have not been demonstrated:

1a. Glacial inception has depended in the past on 65°N 
summer insolation

2a. Climate has a high sensitivity to CO2 levels. Mod-
els produce an average of 3°C/doubling of CO2

3a. CO2 levels remain elevated for tens of thousands of 
years after a pulse

If any or all of the following alternative possibilities 
were to be correct:

1b. Glacial inception depends on summer energy 
(obliquity)

2b. Climate has a low to medium sensitivity to CO2, c. 
1.5°C/doubling of CO2

3b. CO2 levels artificially elevated after a pulse can go 
back down close to baseline over a few centuries

…the prediction would be completely different. And 
we already know that 1a is wrong. We have already shown 
evidence that glacial inception is driven by the fall in 
obliquity, well reflected in summer energy, and not by 
65°N summer insolation. Models don't appear to be as 
sensitive to obliquity changes as climate and it probably 
comes from their inability to reproduce the changes in the 
latitudinal temperature gradient and the resulting changes 
in meridional transport of energy. Another thing models 
ignore is that although low eccentricity promotes small 
changes in 65°N summer insolation due to a nearly circu-
lar orbit, it also clearly promotes ice-volume build up dur-
ing low summer energy periods. The 100 and 400-kyr ec-
centricity cycles are associated with high ice-volume at 
times of low eccentricity (see Fig. 2.12b), and present ec-
centricity is very low and will decrease over the next 
26 kyr, reaching a value of almost zero (0.002). MIS 11c, 
despite being a very long and very warm interglacial with 
high CO2 levels, was followed by 60 kyr of small 65°N 
summer insolation changes, analogous to what awaits in 
the future. During that period the planet managed to ac-
cumulate more ice than during the equivalent period after 
MIS 5e, when much higher insolation changes and higher 
eccentricity occurred. Models do not appropriately reflect 
the 100-kyr ice cycle paleoclimatologists have recognized 
for the past five decades.

Not all authors have accepted the unproven model 
assumptions at face value.  Tzedakis et al. (2012) circum-
vented the problem of CO2 sensitivity by trying to deter-
mine the natural length of the Holocene under 245 ppm 
CO2 using the MIS 19c analogy.  If CO2 sensitivity turns 
out to be low their scenario could be realistic.  Their study 
concludes that with 245 ppm CO2 the end of the current 
interglacial would occur within the next 1500 years.

Vettoretti and Peltier (2004, 2011) have questioned 
the soundness of the assumption that glacial inception de-
pends on insolation and CO2. They studied separately the 
effect of the different components of orbital changes, find-
ing that a low obliquity value is most important in deter-
mining the strength of the inception process, followed in 
order of importance by the magnitude of the eccentricity-
precession forcing. They also find that areas of perennial 
snow cover are much more sensitive to the insolation re-
gime than to GHG concentrations. They conclude with a 
glacial inception at the next obliquity minimum in 10 Kyr 

in the absence of modern anthropogenic forcing.  These 
results contradict some of the assumptions of the long in-
terglacial hypothesis.

14.6 The fat tail of anthropogenic CO2 
adjustment time
Despite intense research, knowledge of the carbon cycle is 
still very inadequate. Particularly net carbon fluxes be-
tween different reservoirs have a big uncertainty, due in 
great measure to large differences in regional measure-
ments (Ballantyne et al. 2015; Fig. 14.6). Also sink behav-
ior has been a source of significant surprises in the past 
(Schindler 1999), due to the unexpected fast growth in net 
global carbon uptake by ocean and biosphere sinks (Bal-
lantyne et al. 2015). Additionally, models indicate that the 
fraction of our emissions that remains in the atmosphere 
(airborne fraction) should increase over time, but we have 
evidence of the opposite (Keenan et al.  2016).  Our imper-
fect knowledge of the carbon cycle is built into Earth sys-
tem models that from different emissions scenarios pro-
duce the atmospheric CO2 concentrations that general cir-
culation models (climate models) use as input. Millar et al. 
(2017) have shown that the Earth systems models are 
working incorrectly, and they contribute to current models 
running too hot.

Given the problems delimitating and predicting the 
evolution of the carbon cycle over the past several decades 
it is surprising that the IPCC would write: “The removal of 
all the human-emitted CO2 from the atmosphere by natural 
processes will take a few hundred thousand years (high 
confidence) … we assessed that about 15 to 40%  of CO2 
emitted until 2100 will remain in the atmosphere longer 
than 1000 years” (IPCC–AR5, Ciais et al. 2013, pg. 472).

So,  we were unable to predict a few decades ago that 
over 50% of our fast-growing CO2 emissions would disap-
pear from the atmosphere without any time delay,  or that 
the fraction removed could actually increase despite expo-
nentially increasing emissions, yet we have high confi-
dence that 15–40% will remain in the atmosphere 1000 
years from now. Clearly, we hugely underestimated the 
carbon sinks capacity to deal with our emissions, so we 
cannot have high confidence in distant future predictions. 
The problem is that we are dealing with a situation without 
precedent and so the answers that we can obtain from sci-
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Fig. 14.6 Diagram of the global carbon budget atmospheric 
fluxes
Major net fluxes of carbon to the atmospheric reservoir of CO2 
are from fossil fuel emissions and land use/land conversion. Net 
land and net ocean uptake of carbon from the reservoir of atmos-
pheric CO2 is the residual of much larger fluxes in both senses. 
Flux of carbon indicated in petagrams of C per year. Error esti-
mates for each flux in 2010 are expressed as ± 2'. Error esti-
mates are of the same magnitude as the fluxes except for fossil 
fuels. After Ballantyne et al. (2015).



ence carry a huge uncertainty that cannot be properly con-
strained by evidence. The Paleocene–Eocene Thermal 
Maximum is usually cited as precedent; however, its iso-
topic carbon excursion took place so long ago that our 
poor knowledge of its source, amount, and release times-
cale precludes any meaningful estimation of its decay.

IPCC confidence comes essentially from David 
Archer's studies, that since 1997 has become the authority 
of reference. It is clear that the unburial and release of 
huge carbon fossil stores constitutes a long-term perturba-
tion of the carbon cycle.  Since carbon only permanently 
exits the carbon cycle very slowly through calcium car-
bonate sea-bottom burial, and silicate rock weathering, the 
different compartments of the carbon cycle will have to 
deal with excess carbon for a very long time and this 
should necessarily lead to an equilibration between com-
partments at higher levels than prior to the perturbation. At 
present the complexity of the effects involved is being 
studied with box-modeling, but every step in the process 
requires taking assumptions.  It is assumed that the land 
biosphere, that is currently a sink due to an increase in 
photosynthesis over respiration,  should reach equilibrium 
within decades after the end of anthropogenic emissions 
and then become a net source as atmospheric levels de-
crease. The reduction in atmospheric CO2 is then assumed 
to occur mainly through ocean uptake on a timescale of 
centuries, driven by changes in oceanic chemistry and 
ocean mixing. It is assumed that as more carbon dioxide 
dissolves in the ocean, it will compromise the ocean's 
buffering capacity and that ocean acidification will in-
crease the Revelle factor (dissolved CO2 to dissolved inor-
ganic carbon). This is then expected to reduce the effi-
ciency of the ocean carbon sink until it stops taking CO2 
after about 1000 years, when 14–30% of the maximum 
level reached remains in the atmosphere (Archer & Gano-
polski 2005). Higher temperature is also expected to con-
tribute to a decrease in the ocean carbon sink efficiency.

Archer's (2005) worst case scenario involves anthro-
pogenic emissions of 1600 GtC by 2100 (545 GtC emitted 
1870–2014) and increasing afterwards. Up to 1000 GtC 
should be contributed by a reversal of the land biosphere 
and soils sinks, and the rest to 5000 GtC total contributed 
by permafrost and marine methane clathrate deposits. A 
more realistic scenario considering fossil fuel supply-side 
constrains and extrapolating observed warming leads to 
only 500–1000 GtC addition at most. But this amount dis-
regards any effort to reduce emissions. It is to be expected 
that a higher certainty on CO2 climatic effects should lead 
to more intense efforts to curtail emissions.

It is impossible to have a high confidence that 14–
30% of the carbon emitted will remain in the atmosphere 
1000 years from now. That number comes from a set of 
assumptions made using a poor understanding of the car-
bon cycle, and it could be much lower. Those models are 
unable to reproduce or explain the significant increase of 
20 ppm in CO2 that took place between 6,000 and 600 yr 
BP. Initializing the models at 6,000 yr BP doesn't produce 
the pre-industrial CO2 levels of 280 ppm, unless ad hoc 
assumptions are introduced, indicating models cannot be 
trusted to project atmospheric CO2 levels thousands of 
years into the future.

The National Research Council set in 2008 the Com-
mittee on the Importance of Deep-Time Geologic Records 
for Understanding Climate Change. This body produced a 

2011 report: Understanding Earth's Deep Past: Lessons for 
Our Climate Future (National Research Council 2011). 
This expert committee fully acknowledges the uncertainty 
present in CO2 adjustment time estimates from box-
models:

“Although box-model calculations should not be con-
sidered definitive, they do suggest that the fossil-fuel per-
turbation may interfere with the natural glacial–intergla-
cial oscillation driven by predictable changes in Earth’s 
orbit, perhaps forestalling the onset of the next Northern 
Hemisphere ‘ice age’ by tens of thousands of years. A more 
convincing exposition of the central question of “how 
long” requires more comprehensive models. Scientific 
confidence in those models will only be high if they can be 
evaluated against observation. The historical record, and 
even the expanse of the Quaternary climate record, con-
tains nothing comparable.”

The proposed fat-tail of anthropogenic CO2 adjust-
ment time should be taken as a possible scenario if certain 
assumptions are correct, and not as what is expected to 
happen.

14.7 Glacial inception in the Holocene
Glacial inception is the transition from interglacial climate 
to glaciation, a process characterized by ice-sheet build up 
and falling sea-levels. However, there is no unambiguous 
definition of glacial inception that allows it to be placed at 
a specific point in time for each interglacial. In the 
excitation/relaxation dynamic model of glaciations dis-
cussed in chapter 2 (see Sect. 2.9, Fig. 2.15), and illus-
trated in Fig.  14.3, glacial inception can be understood as 
an irreversible commitment from a quasi-stable intergla-
cial state into a relaxation process towards a stable glacial 
state, taking place once the conditions that made the inter-
glacial possible have disappeared, and once the downward 
drift in temperature allows the boundary crossing at the 
commitment point (Fig. 14.3, unstable point).

A point of inflection can be observed in the Antarctic 
proxy temperature record of past interglacials. In each case 
the slowly declining temperature of the late interglacial 
suddenly accelerates into a terminal decline towards gla-
cial conditions (Fig. 14.7). In the case of the Eemian inter-
glacial,  this inflection point takes place at 120 ka, coincid-
ing with the determination of glacial inception by different 
criteria (Fig. 14.4), confirming the date.  It can be assumed 
that the inflection point in the cooling rate corresponds to 
glacial inception in all cases, and can be explained as a 
point when the intensification of positive feedbacks (like 
ice-albedo, vegetation changes, or changes in oceanic cur-
rents), leads to a steepening of the latitudinal temperature 
gradient, an intensification of meridional transport of heat 
towards the poles, and the consequent accelerated cooling 
of the planet into glaciation.

The start of an interglacial is also lacking a formal 
definition. In the case of the Holocene the start is formally 
placed 11,700 years ago (Walker et al.  2009). At that time 
EPICA Dome C deuterium proxy temperature record 
shows no anomaly with respect to current value (0°C 
anomaly). For a consistent comparison we can define the 
start of every interglacial at the time they first reach 0°C 
anomaly in the EPICA Dome C record. For cooler inter-
glacials that didn't reach 0°C anomaly,  picking a lower 
temperature would lead to overestimating their length, as a 
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lower temperature is reached earlier. A more correct 
choice, in the author's opinion, is to extrapolate the warm-
ing trend to the point where it would have reached 0°C 
anomaly, picking that time as the normalized start of the 
interglacial (Fig. 14.7; table 14.1). This choice avoids the 
significant bias of overestimating the length of cool inter-
glacials.  MIS 13a cannot be normalized and it is not ana-
lyzed under the criteria chosen here.

Normalized in this way interglacials are between 10 
and 16 kyr in length, with an average of 13 kyr, with two 
exceptions: MIS 7e and MIS 11c. Orbital configuration 
explains MIS 7e and MIS 11c anomalous length (Fig. 
14.8,  see also Fig. 2.16). A consistent rule is that all inter-
glacials end when obliquity is low. No interglacial of the 
past 800 ka has gone beyond 15.5 kyr from the obliquity 
maximum (Fig. 14.8a). Since MIS 7e had a late start with 
respect to the obliquity cycle it became a very short inter-
glacial.  Since MIS 11c started early in the obliquity cycle 
due to its unusual precessional insolation, it became a very 
long interglacial. Low eccentricity allows long intergla-
cials when other conditions are present, but it does not 
cause them to be long.

The other orbital rule is that interglacials of the past 
800 ka start when the combination of obliquity and preces-
sional insolation is high enough (high summer energy). 
Precessional insolation is irrelevant for glacial inception, 
as three interglacials (MIS 7c–a, MIS 11c, and MIS 17) 
were capable of surviving through an insolation minimum, 
yet they suffered glacial inception close to the next maxi-
mum, when obliquity dropped. A typical interglacial (Fig. 
14.8,  line between circles) starts 2000 years before obliq-

uity maximum, and 1000 years before insolation maxi-
mum, and lasts 13,000 years. So far, the Holocene is ex-
traordinarily close to a typical interglacial in astronomical 
terms and length.

Orbital configuration alone can explain when inter-
glacials start and end, while changes in CO2 levels cannot. 
Interglacial temperature is inversely correlated to the 
amount of ice-volume before deglaciation starts (see Fig. 
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Fig. 14.7 Interglacial length normalization
The start of an interglacial is defined, as for the Holocene, by the time EPICA Dome C temperature anomaly reaches 0°C, or by extrapo-
lating the rate of warming to the 0°C value. The end of an interglacial is defined at the inflection point where EPICA Dome C tempera-
ture anomaly increases its rate of cooling towards glacial values.

Interglacial Start End Length

MIS 1 11,700

MIS 5e 131,400 120,000 11,400

MIS 7c–a (-214,200) 198,200 16,000

MIS 7e 243,800 236,000 7,800

MIS 9e 335,500 324,800 10,700

MIS 11c 424,800 401,000 23,800

MIS 15a (-579,100) 564,800 14,300

MIS 15c (-623,800) 609,200 14,600

MIS 17 (-707,400) 693,100 14,300

MIS 19c (-786,300) 776,200 10,100

Table 14.1 Normalized interglacial length
Dates in yr BP for the start, end, and length, of normalized inter-
glacials. Dates between parenthesis are extrapolated from the 
rate of warming. These dates and lengths are used to compare 
interglacial orbital conditions for the rest of the chapter.



2.15; warmer interglacials correspond to previous higher 
ice-volume). Interglacial temperature is also directly corre-
lated to CO2 (see Fig. 12.8). And ice-volume is inversely 
correlated to eccentricity (see Figs. 2.12 & 2.15). As it is 
difficult to explain why CO2 levels would inversely corre-
late to prior ice-volume, the most likely explanation is that 
CO2 levels are a consequence of temperature levels, not a 
cause (eccentricity & ice-volume & temperature & CO2). 
Eemian glacial inception and the next 5000 years of cool-
ing took place under stable 270 ppm CO2 levels, indicating 
that glacial inception is responding to orbital changes, not 
CO2 changes.  Despite this evidence IPCC expresses vir-
tual certainty that a new glacial inception is not possible 
for the next 50 kyr if CO2 levels remain above 300 ppm 
(IPCC–AR5, Masson–Delmotte et al. 2013, pg. 435). Ice 
core measurements indicate CO2 levels at past glacial in-
ceptions have always been below 300 ppm, but there is 
simply no evidence indicating how high CO2 levels must 
be to stop a glacial inception, if that is even possible.

It is widely known that there is a delay between the 
astronomical signal and the geological evidence of climate 

change. This delay,  in the case of obliquity is c. 6000 years 
(Huybers 2009; Donders et al. 2018). The logical conclu-
sion is that the astronomical threshold for glacial inception 
is crossed c. 6000 years before it takes place. This infer-
ence is supported by the presence at the end of intergla-
cials of a period of declining temperatures before reaching 
the inflection point that indicates glacial inception has 
taken place (Fig.  14.7). In the Holocene this period is 
termed Neoglaciation, and it is also observed between 
126–120 ka in the Eemian (Fig. 14.4).

Analysis of the orbital conditions that produce a gla-
cial inception requires examining them 6000 years before 
the inflection point, in the cooling rate at the end of the 
interglacial. Glacial inception does not take place at 65°N, 
but at 70°N, where ice sheets start to grow (Birch et al. 
2017). Examination of 70°N summer energy (at 250 W/m2 
threshold) 6000 years before glacial inception (Fig. 14.9, 
diamonds) reveals a threshold at 4.96 GJ/m2 when the gla-
cial inception orbital “decision” has already been taken for 
all previous interglacials (Fig. 14.9,  continuous line).  A 
maximum summer energy value prior to glacial inception 
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Fig. 14.8 Interglacial orbital configuration
a) Interglacial start and end dates (triangles in arrows) relative to the obliquity maximum. Light grey area indicates interglacial start for 
all interglacials except MIS 7e and MIS 11c that had an anomalous length due to starting too late and too early respectively in the obliq-
uity cycle. Dark grey area indicates interglacial end for all interglacials. Circles indicate start and end of a typical interglacial with aver-
age 13 kyr length. Interglacials start when obliquity is high and end when obliquity is low. b) Interglacial start and end dates (triangles in 
arrows) relative to northern summer insolation maximum. Light grey area indicates interglacial start for all interglacials. Dark grey area 
indicates interglacial end for all interglacials. Circles indicate start and end of a typical interglacial with average 13 kyr length. Intergla-
cials start when insolation is high but can end at any time in the insolation cycle.



“decision” by six of the nine interglacials is apparent at 
4.99 GJ/m2 (Fig. 14.9, dashed line). This narrow window 
of just 0.03 GJ/m2 constitutes the range where most inter-
glacials commit to glacial inception 6000 years later, while 
some interglacials appear to take the decision earlier. Two 
of the exceptions, MIS 9e and MIS 5e, have in common a 
well below average duration (10.7 and 11.4 kyr), and be-
ing very warm very early, as the only interglacials to reach 

+3.7 °C in the entire 800 kyr EPICA Dome C ice core 
(Fig. 14.7; Jouzel et al.  2007). It is possible that being very 
warm, very early, sets an interglacial on an early cooling 
trend.  By contrast, the other exception, MIS 17, is the 
coolest interglacial of the past 800 kyr, as it is the only one 
that didn't reach –1.5 °C in EPICA data, and is still con-
sidered an interglacial. It is not unreasonable to assume 
that temperature affects interglacial duration, and thus the 
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Fig. 14.9 Orbital decision to end an interglacial
Summer energy at 70°N with a 250 W/m2 threshold for the past 800 ka. Diamonds mark the position 6 kyr before glacial inception as 
observed (Fig. 14.7) in the EPICA Dome C temperature proxy record for each interglacial except MIS 13. Continuous line marks the 
lowest value observed (4.96 GJ/m2). Dashed line marks the highest value for six of the nine interglacials considered. The Holocene (MIS 
1) is already below the lower threshold value as the curve ends at the present.

Fig. 14.10 The Holocene is a typical interglacial
Holocene temperature profile (black solid curve, from EPICA Dome C data), obliquity evolution (black dashed curve), and 65°N summer 
insolation evolution (black dotted curve), do not show a significant deviation from the respective values of an average interglacial (red 
curves and 1' pink bands) from MIS 5e, 7c–a, 9e, 15a, 15c and 19c, aligned at 787.0, 624.4, 579.6, 335.5, 214.7, and 131.4 ka in EDC3 
dates. Interglacial average summer insolation curve does not include MIS 7c–a values. The Holocene was aligned at 11.7 ka. Data after 
Jouzel, et al. (2007); Laskar et al. (2004). The Holocene data closeness to that of most interglacials does not provide support for hypothe-
ses of a long interglacial on astronomical grounds, and suggests that statistically the Holocene is close to reaching the beginning of its end.



time to reach glacial inception. But for interglacials that 
deviate less from the average temperature, the summer 
insolation energetic window 6000 years before glacial 
inception is surprisingly narrow. The Holocene is within 
one standard deviation of the average interglacial tempera-
ture (Fig. 14.10).

The upper limit of 4.99 GJ/m2 was crossed by the 
Holocene 2400 years ago, and the 4.96 GJ/m2 limit was 
crossed 1400 years ago,  so the orbital decision to end the 
Holocene was likely taken between those two dates. By 
orbital considerations alone the Holocene should undergo 
glacial inception in 3600–4600 years, but it could have as 
little as 1000 years left if the start of the Neoglaciation 
5000 years ago corresponds to the Holocene's orbital 
commitment towards glacial inception. The average dura-
tion of Holocene-like interglacials is 13,800 years. That 
length would place the end of the Holocene, 2000 years 
from now, right at the center of the obliquity range for the 
end of every interglacial, 12 kyr after the obliquity maxi-
mum is reached (Fig.  14.8a, dark grey area), slightly over 
one fourth of the obliquity cycle. The orbital high prob-
ability time frame for glacial inception is 1500–4500 years 
in the future. But between 1500–2500 years from now, 
there should be a period when two consecutive lows in the 
Eddy solar cycle separated by a low in the Bray solar cycle 
are expected, defining a period similar to 8.4–7.1 ka when 
eight solar grand minima took place in rapid succession 
(see Fig.  13.7). This period coincided with one of the 
hardest climatic periods in the Holocene so far, marked by 
the succession of the 8.2, 7.7, and 7.2-ka ACEs (see Fig. 
6.4), coinciding with very important changes in human 
societies (see Sects. 6.4 & 6.5). 1500–2500 years from 
now define a solar high probability time frame for glacial 
inception within the orbital window of time.

The analysis of the leading orbital decision to the lag-
ging glacial inception, 6 kyr later, provides possible an-
swers to some questions,  like why the Holocene did not 
end at the LIA. The Neoglacial Period started at 5.2 ka, 
and it is likely that the LIA took place too early, and the 
interglacial was too young then for glacial inception. The 
intense cooling accompanied by glacier extension, and a 
reduction from 280 to 270 ppm CO2 (Eemian's glacial 
inception level), indicates it was probably a close call, that 
resulted in a temperature rebound afterwards. Similarly, 
Ruddiman's “Early anthropogenic hypothesis” (Ruddiman 
2007), that states that a glaciation was prevented by early 
agricultural release of greenhouse gases, is unnecessary. 
With or without human intervention the Holocene should 
not have ended yet, as it has not reached the situation 
when similar interglacials enter glacial inception. The 
question of the GHG increase during the Middle to Late 
Holocene remains controversial,  but it is unrelated to the 
length of the present interglacial.

14.8 The next glaciation
Without human intervention the next glaciation should 
start in just 1500–4500 years. The question that we cannot 
answer with any degree of certainty is how high CO2 lev-
els would have to be to prevent glacial inception. Summer 
energy is going to be very low for the next 20,000 years 
and that should require sufficiently elevated CO2 levels for 
that long. Alternatively technology could develop to a 
point when it is possible for humankind to prevent the next 
glaciation. Those are questions that cannot be answered, 
but we can make reasonable inferences from what we do 
know.
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Fig. 14.11 Future climate forecasts for the next 80 kyr
LR04 benthic stack global ice volume proxy for the past 30 kyr (black curve; after Lisiecki & Raymo 2005). Orbital eccentricity for the 
past 30 kyr and future 80 kyr (black fine dotted curve; after Laskar 2004). Summer energy at 65°N with 275 W/m2 threshold for the past 
30 kyr and the future 80 kyr lagged by 6000 years (red dashed curve; after Huybers 2006). Past CO2 levels from ice cores and modeled 
long term CO2 concentration evolution after a 1250 GtC pulse (blue dash-dotted curve; after Archer 2005). Future global ice volume 
forecast considering only orbital conditions by reproducing ice volume change after MIS 11c, 402–322 Kyr BP, a period with similar 
orbital evolution (dark grey curve). Future global ice volume modeled after a 1000 GtC pulse, representing the long interglacial hypothe-
sis (light grey curve; after Ganopolski et al. 2016).



Over the past 150 years it is calculated that we have 
produced 545 GtC leading to an increase in atmospheric 
CO2 of 125 ppm. Estimates from reputable sources place 
fossil fuel peak production in a few decades (see Sect. 
13.3). Even if fossil carbon is more abundant, we might 
already have extracted one-third to half of what we will 
extract over the next centuries. Supply constraints should 
limit our emissions even in the unlikely case that we don't 
limit them ourselves.  If these estimates are correct, peak 
atmospheric CO2 levels should not go much above 
550 ppm (Fig. 14.11, dash-dotted line). A rapid decline in 
CO2 should follow as oceans and the biosphere absorb 
most of it, but according to current models about 320 ppm 
should remain for a very long time (Archer 2005). If this 
assumption is correct, the question is if 320 ppm of CO2 
could stop a glaciation,  as the IPCC claims with virtual 
certainty. We know the Eemian entered glaciation with 
270 ppm, 50 ppm below future estimated levels. An oppo-
site result from just 50 ppm difference would require a 
very high climate sensitivity to CO2. The 100 ppm in-
crease between 1959 and 2021 has been accompanied by 
climatic variability within interglacial range, as Holocene 
Climatic Optimum conditions have not been reproduced 
(see Sect. 12.3).  Achieving changes of an interglacial-
glacial scale might require a much larger amount of GHG 
than available.

When glacial inception takes place, ice caps at Baffin 
Island (Fig. 14.12) and the Canadian Arctic Archipelago 
will start to grow, initiating the Laurentide ice sheet (Birch 
et al. 2017), and ice caps should also grow initially over 
West Siberian islands. Glaciers in Norway should grow to 
the sea and start releasing icebergs due to increased winter 
precipitation.  The Fennoscandian ice sheet growth, how-
ever, should be delayed by an intensification of the Atlan-
tic Meridional Overturning Circulation, that is expected to 
bring more heat towards the Nordic seas (Born et al. 

2010). In 10,000 years large ice sheets should have devel-
oped causing sea level to fall by 30–40 m. Current eccen-
tricity is very low and is going to continue decreasing to 
almost zero over the next 26 kyr (Fig. 14.11, dotted line). 
While low eccentricity prevents insolation from going too 
low, it also prevents it from going too high, so the ice ac-
cumulated over low summer energy periods doesn't melt 
significantly during periods of higher summer energy. The 
result is that low eccentricity promotes a faster ice-sheet 
growth.

The next high summer energy period in 35 kyr cannot 
result in a new interglacial. Obliquity and insolation oscil-
lations are misaligned during that period (not shown), and 
despite a rapid ice-sheet growth ice-volume should still be 
too low, so every necessary condition for a Middle to Late 
Pleistocene interglacial is missing in 35 kyr. Quite the con-
trary, the low eccentricity should cause the ice-volume to 
grow through the summer energy peak as it happened dur-
ing MIS 10 glacial period under similarly low eccentricity 
(Fig. 14.11, dark grey line). On the positive side, the rapid 
ice-volume accumulation over the next 60 kyr should cre-
ate the right conditions for a new interglacial in 70 kyr, 
when a correct orbital alignment and sufficient ice-volume 
should produce the next interglacial.

If Berger and Loutre (2002), Archer (2005), and 
Ganopolski et al. (2016) are correct,  and the residual CO2 
in the atmosphere will allow, for the first time in two mil-
lion years,  the survival of an interglacial through an obliq-
uity minimum, then the Holocene should last for at least 
50 kyr more (Fig. 14.11, light grey line).

Milankovitch forcing is a very powerful force when 
acting over millennia. With the help of the appropriate 
feedbacks it puts the planet into very cold glacial periods 
and then melts the ice sheets into warm interglacials.  It is 
very difficult for scientists and people in general, living 
during a multi-centennial warming period characterized by 
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Fig. 14.12 Baffin Island 
ice caps
The Barnes and Penny ice 
caps in Baffin Island 
(Canada) are the last 
remnants of the Lauren-
tide ice sheet of the Wis-
consinan glaciation. They 
are projected to disappear 
in 300 years if Modern 
Global Warming contin-
ues intensifying (Gilbert 
et al. 2017). Instead, to-
gether with the Canadian 
Arctic Archipelago and 
West Siberian islands, 
they might constitute the 
starting places for the 
next glaciation. Image 
composite from several 
NASA worldview satel-
lite images for Aug–Sep 
2010–2014.



a strong increase in GHG to imagine that in the long run 
Milankovitch forcing might win. The Romans that for 
many centuries lived in a warm world characterized by 
technical progress could not imagine that their mighty 
empire could fall amid a cooling and worsening climate 
and terrible plagues into a millennial dark age of lost 
knowledge and declining civilization. A new glacial period 
would constitute humankind's biggest test and clearly has 
the potential to constitute its worst catastrophe. The world 
is so populated that an important cooling would place us in 
overshooting conditions. The precautionary principle re-
quires that we start preparing for that possibility over the 
next decades and centuries while we are in a warm opti-
mum, as cooling periods are rife with troubles. For the 
past 2 million years, when obliquity declined enough, a 
glacial period always followed. Obliquity is declining fast, 
and we should not place too much confidence in computer 
models that tell us this time will be different.

14.9 Conclusions
14a. Typical interglacials last on average 13 kyr from their 

start to glacial inception, when their temperature de-
crease significantly accelerates towards glacial levels. 
The Holocene is astronomically, and according to its 
Antarctica temperature evolution, a typical intergla-
cial.

14b.  The glacial cycle fits a model of a stable glacial state 
that reaches an excitable point where fast excitation 
(rapid warming) takes it to a quasi-stable interglacial 
state that slowly degrades to an unstable point (glacial 
inception) where a slow relaxation takes it back to the 
glacial state. This dynamic system is defined as a fast-
slow excitable system around a two-branch slow 
manifold.

14c. Due to the c. 6000-yr lag between orbital forcing and 
ice-volume effect, the orbital threshold for glacial in-
ception is crossed several millennia before glacial in-
ception takes place. Analysis of the past 800 kyr indi-
cates the orbital threshold to terminate the Holocene 
was crossed 1400–2400 years ago.

14d.  In the absence of sufficient anthropogenic forcing, 
glacial inception might take place in 1500–4500 years 
as determined by orbital parameters, average intergla-
cial length, Neoglaciation length, and solar variability 
periodicities.

14e. The long interglacial hypothesis rests on the wrong 
astronomical parameter, high equilibrium climate sen-
sitivity to CO2, and uncertain model predictions of 
very long-term CO2 decay rates.  The virtual certainty 
by the IPCC that a glaciation is not possible for the 
next 50 kyr if CO2 levels remain above 300 ppm is 
unsupported by evidence.
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PEER REVIEWS

“Throughout history, those who assume an absolute superiority of belief rarely demonstrate a natural inclination to 
skepticism or doubt. … Academics, artists and journalists can prove to be the most vociferous conformists and enforcers of 

orthodoxy.”
Joel Kotkin (2019)

Kotkin J (2019) Age of Amnesia. Quillette. https://quillette.com/
2019/07/15/age-of-amnesia/ Accessed 12 Jun 2022

Anonymous reviewer 1
The explanations that “Modern Global Warming coincides 
with an increase in solar activity” and that the contribu-
tions of CO2 levels are seriously overestimated by a 
politically-charged IPCC will be very helpful to climate 
change deniers. They will also be used as argument that 
there is no need for action to reduce Green House Gases 
now (not only CO2, but all others). This is a logical fol-
lowing to the conclusions of this book, and even if it was 
not the author’s intention,  I think the arguments for and 
against these activities and plans should have been pre-
sented.

I started reading the book with much interest, as the 
author is a respected biologist addressing a new field of 
research and examining the current consensus. Fresh in-
sights, and reevaluation of what is taken for granted, are 
always welcome. I was however quickly taken aback by 
the regular criticism of the IPCC reports, the picking of 
some evidence or literature but not all options, and the 
general conclusion that “Modern Global Warming coin-
cides with an increase in solar activity”, with additional 
misleading statements like “Sea level has been increasing 
for the past 200 years, and its modest acceleration for 
over a century shows no perceptible response for the last 
decades to strongly accelerating anthropogenic forcing.” 
(conclusion 11g of Chapter 11) or the “forecast for a sta-
bilization of the current warming”.

Chapter 1 includes analyses of a formal statement by 
the Geological Society of London in 2010, and casts 
doubts about how it links climate change and CO2 levels. 
This has been superseded by other documents, based on 
work done since, in particular a UK House of Commons 
Science and Technology Committee Inquiry on Public 
Understanding of Climate Change in 2013, and a joint 
statement in December 2015. With 24 of the UK’s fore-
most academic institutions, the Geological Society pub-
lished a joint Climate Communiqué calling on govern-
ments to take immediate action to avert the serious risks 
posed by climate change. This 1-page communiqué unam-
biguously starts with the statement “The scientific evi-
dence is now overwhelming that the climate is warming 
and that human activity is largely responsible for this 
change through emissions of greenhouse gases”. This 
communiqué is quoted later, but immediately denigrated 
(although it doesn’t focus on CO2 only, but on greenhouse 
gases in general, including methane).

Chapter 2 starts with a good presentation at the base 
of the key elements of the glacial cycle,  but it soon in-
cludes “redrawing” of data published in other articles,  and 
it is often hard to understand how it was “redrawn”. Why 
not present the data directly from these articles? The use of 
point data (e.g. Epica Dome C) should be contrasted with 
other measurements from other parts of the world, as used 
in the basis of the Geological Society statements the 
author objects to. Most key figures supporting the argu-
ments of the chapter are “©Author, 2019. All rights re-
served” but they have not been peer-reviewed by experts 
or published: one would have to dig through the original 
articles, synthesise all their data and then assess how well 
these graphs are supported by the original data. Chapter 2 
ends with a good summary of the author’s conclusions,  but 
I cannot agree with all of them until I have seen the origi-
nal data.  Overall, the figures with “©Author, 2019. All 
rights reserved” comprise between 46% (Chapter 8) and 
89% (Chapter 2) of all figures. This is positive, as it shows 
the strong engagement of the author in making the infor-
mation accessible,  but this is negative, as none of these 
figures have been peer-reviewed, and it is not clear how 
they use the data published by others (without checking 
each single article).

Simple but regular criticism of the articles written by 
experts in the field,  even if backed by some detailed ex-
planations of point measurements, cannot detract from the 
fact the other articles were peer-reviewed and published. 
Chapter 3 follows the same pattern,  questioning peer-
reviewed papers and redrawing data. We need to be per-
suaded by more than selective use of evidence. In other 
places, sweeping statements like “Ötzi,  the iceman from 
Tyrol […] was a testimony to both the changing climate of 
the Mid-Holocene Transition and its devastating effect on 
human societies” also need to be backed up by references. 
The mention in Chapter 12 that “At present there is no 
evidence that polar bears are threatened during the 21st 
century from climate change”  does not match the evidence 
either. And one might argue that polar bears are far from 
the only animals in the Arctic: all other species are af-
fected by climate change, and poleward species migration 
is observed everywhere in response to warming waters 
(e.g. Copernicus Marine Service Ocean State Report, 
2018).

The conclusions of Chapter 8 are that a large number 
of solar cycles are superposing to give current observa-
tions of climate change: a 1,000-year solar cycle (Eddy 
cycle), at least between 11,500 – 4,500 BP and 2,000 – 0 
BP; a 210-year solar cycle (de Vries cycle); a 100-year 
(Feynman cycle); a pentadecadal solar cycle; an 11-year 
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solar cycle (Schwabe cycle). This starts to look like the 
epicycles used in the Middle Ages to explain planetary 
orbits before a better explanation was found. There are 
also regular references to the (yet) unsubstantiated theory 
that the position of the Earth in the galaxy, or changes in 
galactic cosmic rays, are an element of this variability.

Section 9.7 is a long charge against the IPCC, and it 
does not refer to the enormous amount of measurements, 
models and literature supporting the different IPCC re-
ports, or points to the equally important body of literature 
arguing about some points (but then later refuted). Some 
of the references in favour of the author’s argument, e.g. 
Curry and Webster (2011),  are presented without mention 
they were published in a Forum as part of a wider debate, 
and strongly disputed as inaccurate by Hergler et al. 
(2011) in the same journal (for completeness, the authors’ 
response should be cited too, as it is part of the contro-
versy).

Chapter 12 presents forecasts for “fossil fuel changes” 
(Section 12.3) and uses only 3 references, 2 from fossil 
fuel energy companies (BP Energy Review 2018 and Exx-
onMobil), possibly counter-balanced by 1 reference to a 
report by environmental group EndCoal. I teach a final-
year undergraduate unit and we always encourage students 
tackling this issue to look beyond these reports,  which 
might present vested interests or partial views, and also 
consider peer-reviewed articles and publications, across a 
broader spectrum. One of conclusions (12c) is that “Global 
warming might stall or slightly reverse for the period 
2000-2035”, and 19 years into the 35-year period, is not 
supported by facts.

In conclusion, the subject is interesting,  and a reanaly-
sis of the scientific consensus is always welcome. But I do 
not think the manuscript, in its present stage, should be 
published. The references need to include a broader spec-
trum of evidence and debate; the figures need to explain 
much more how the original data was redrawn or adapted, 
and the controversies need to be revisited to better address 
why there has been a consensus building on specific is-
sues. In particular, I cannot agree with the “suspicion that 
anthropogenic forcing of climate change has been seri-
ously overestimated”, the assertion that “the importance of 
solar variations in controlling the Earth’s climate” and the 
“forecast for a stabilization of the current warming”. 
Most of the references are a bit old, pre 2011. At the time 
much was being written about how climate drove societal 
changes. Cyclic pattern as drivers is too simple. The 8.2 
event is now not seen as important as the 4.2 ka event, 
which is not really mentioned, and much has been written 
on the latter in the last 3-4 years.

Author’s reply to reviewer 1
Although I am well aware that climate has become a po-
litically charged issue, the manuscript intentionally avoids 
entering into political argumentations. What Bernhard Url, 
Executive Director of the European Food Safety Authority, 
said about glyphosate is perfectly valid here: “It is the role 
of science to provide informed opinion, but what society 
decides to do is a debate that must stay in the political 
arena.”

Whether glyphosate should be allowed or measures to 
reduce greenhouse gases should be taken is a political de-
cision that does not correspond to science but to society.  I 

disagree that arguments for and against these activities and 
plans should have been presented, because they are out of 
the scope of a science book. The contribution of CO2 lev-
els to modern warming is an open question despite IPCC 
reports, as demonstrated by the inability to constrain the 
value of climate sensitivity to CO2 in 40 years.

If what I have seen in climate science from my reex-
amination of the evidence was well represented by the 
IPCC reports it would be unnecessary for me to write this 
book. The IPCC is a political body, but their reports are a 
compendium of climate science. As such the only general 
criticism that is possible is about what has been left out of 
the reports.  Most of the science included in the IPCC re-
port is correct to the best of our knowledge. My manu-
script frequently cites the IPCC reports, but includes other 
articles that are not included in the IPCC reports. As it is 
the case for the IPCC reports, it is not possible to present 
all the literature, particularly when contradictory, and the 
IPCC fifth report from the first working group has >1300 
pages. I have reflected a minimal part of the bibliography 
studied for space considerations, but I'll be happy to in-
clude and discuss the evidence from other works if the 
reviewer can be more specific on what he is missing. The 
main point of the book is that it examines the consensus 
and the evidence that supports it and finds it lacking. This 
is very important because we know from history that con-
sensus is no guarantee for being right.  Alfred Wegener 
based his 1912 continental drift theory on abundant evi-
dence, and yet the geologist’s consensus dismissed it for 
50 years. During this time scientists were able to support it 
or attack it in conferences, books and articles. That my 
manuscript does not support the consensus should not be 
an impediment to its publication as it is in the best interest 
of science that anybody is allowed to present their case.

I am sorry the reviewer is taken aback by the state-
ment that “Modern Global Warming coincides with an 
increase in solar activity.”  The modern solar maximum is 
defended both by important solar physicists like Ilya Uso-
skin, Sami Solanki and Jürg Beer, as well as very impor-
tant climatologists like Bo Vinther, Takuro Kobashi, Tho-
mas Blunier and James WC White.  In this last article after 
analyzing 2100 years of Greenland temperature records 
they conclude: “high solar activity during the modern 
solar maximum (approximately 1950s–1980s) resulted in a 
cooling over Greenland and surrounding subpolar North 
Atlantic.” This peer-reviewed article is restricted to subpo-
lar latitudes, but it is non-controversial that if high solar 
activity cooled those latitudes it could very well have been 
at the expense of warming lower latitudes.

The modern solar maximum is evident by running a 
70-year average on the monthly sunspot database (1749-
2019) available at SILSO (Fig. R1).

It defines the longest period in the sunspot record 
(1935-2005) with above average solar activity. It is a fact 
that most of the unusual warming observed in what has 
been termed global warming has taken place within this 
period,  so while the attribution of a significant part of 
global warming to high solar activity is controversial (and 
should be debated), the coincidence of a unique period of 
warming within at least the past 600 years with a unique 
period of above average solar activity within at least the 
past 600 years is a fact according to the available evi-
dence.
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I don't agree that the statement “Sea level has been 
increasing for the past 200 years,  and its modest accelera-
tion for over a century shows no perceptible response for 
the last decades to strongly accelerating anthropogenic 
forcing,” is misleading. The increase in sea levels for the 
past 200 years is well established in the literature accord-
ing to data and models. See:
Jevrejeva, S., Moore, J.C., Grinsted, A. and Woodworth, P.L., 

2008. Recent global sea level acceleration started over 200 
years ago?. Geophysical Research Letters, 35(8).

Grinsted, A., Moore, J.C. and Jevrejeva, S., 2010. Reconstructing 
sea level  from paleo and projected temperatures 200 to 2100 
AD. Climate Dynamics, 34(4), pp.461-472.

The lack of significant acceleration in sea level rise so 
far is a known issue:
Fasullo, J.T., Nerem, R.S. and  Hamlington, B., 2016. Is the de-

tection of accelerated sea level rise imminent?. Scientific 
reports, 6, p.31245.

It does not appear to be imminent, as the increase for 
the past 6 years since the article was published (02/2016-
02/2022) has been of 15.8 mm according to NASA, or 
2.63 mm/year, well below the average since 1993, and 
more supportive of my thesis of a sea level raise slow-
down due to the “stadium wave” (see Sect. 11.6, Fig. 
11.5).

The strongly accelerating anthropogenic forcing has 
been shown multiple times, for example in the IPCC AR5:
Myhre, G., et  al., 2013: Anthropogenic and Natural Radiative 

Forcing. In:  Climate Change 2013: The Physical Science Ba-
sis. Contribution of Working Group I to the Fifth Assessment 
Report of the Intergovernmental Panel on Climate Change.

And in its figure 8.18.1.
Then,  if everything the phrase says is correct, why 

should it be misleading. What I believe is misleading is to 
lead people to believe that a reduction in CO2 emissions 
should reduce the rate of sea level increase, as there is no 
evidence for that.

Finally I accept that I might be wrong on my “forecast 
for a stabilization of the current warming,” but that is how 
hypotheses are tested. Predictions are an important part of 
science, particularly when they help differentiate between 
competing hypotheses. The idea that there is only one ex-
planation for modern global warming, and that only more 
warming must be expected does not foster scientific de-
bate on alternative explanations. If alternative predictions 
are not allowed, is it science? For the first time in 70 
years, solar activity is below its average since 2005, while 
CO2 continues increasing. It is a unique chance to explore 
the merits of this alternative explanation beyond the diffi-

culties in identifying its mechanisms of action. The scien-
tific literature should explore it as it is an opportunity to 
clarify the issue even for scientists that believe greenhouse 
gases are solely responsible for all the warming.

The introduction (chapter 1) has been completely re-
written, and the references to the Geological Society of 
London statements have been eliminated.

Redrawing of figures becomes a necessity when the 
rights for a figure reuse have to be paid by the author,  and 
in many cases a new figure has to be made to clearly show 
the point being made, as for example in the interglacials 
alignment. Such alignments are being published here for 
the first time and they are very informative to define an 
average interglacial and to examine their orbital cause 
(figures 2.9,  2.10, and 2.16). Epica Dome C data is pre-
ferred for its good resolution, as ice core data has an age 
model far superior to all other proxies, but the LR04 stack 
of benthic cores is from all over the world's oceans and 
shows essentially the same thing. It is used in figures 2.3, 
2.4,  2.7, 2.13, and 2.15.  Here is a superposition of both 
(Fig. R2). The level of agreement is extraordinarily good, 
and any small dating difference should in principle be re-
solved in favor of ice core data due to its superior age 
model and because benthic data is orbitally tuned, a proc-
ess not exempt from controversies.

The source for all the data is from publicly available 
official repositories like NOAA paleoclimate data reposi-
tory:

In the cases where the original data has been proc-
essed (averaged, filtered, …) it is indicated in the figure 
caption so reproducing any figure should be a quick proc-
ess taking minutes. If the referee so wishes I can write a 
detailed report on how every figure was made including 
original figures from publications if available.  This is too 
much detail for the book as the figure captions are already 
very long. It would help if the referee would provide a list 
of the figures of interest, as the book has 180 figures and 
more than half of them have been made by me.

Criticism is essential to the scientific process as arti-
cles defending opposing hypotheses are published all the 
time, being mutually exclusive. Different hypotheses are 
proposed based on the same evidence and scientists ener-
getically defend opposite points of view and theories in the 
scientific literature. In particular chapter 3 deals with 
Dansgaard-Oeschger events, a subject where great contro-
versies have taken place over their causes and periodicity. 
Over time more evidence and better analysis settle these 
disputes but that is not the role of peer-review that should 
try to avoid gatekeeping valid scientific debate by pre-
selecting favored or consensus views. A general comment 
that the manuscript is criticizing peer-review published 
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Fig. R.1 The modern solar maximum

Fig. R.2. Epica and LR04 comparison
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articles is difficult to address without pointing to each case 
to be able to support the specific criticism.

The statement about Ötzi can be supported on the 
following reference:
Magny, M. & Haas, J.N., 2004. A major widespread climatic 

change around 5300 cal. yr BP  at  the time of the Alpine Ice-
man. Journal of Quaternary Science, 19 (5), pp.423-430.

This reference is already included in the manuscript, 
but not referenced in this paragraph. The manuscript has 
been modified to include it. From the reference:

“Finally, although the onset of Neoglaciation fa-
voured snow accumulation and glacier advance in the 
Tyrolean Alps and, as a result, the excellent preservation 
of the Alpine Iceman, the changes in palaeoenvironmental 
conditions induced by this mid-Holocene climate reversal 
may have led, via a more or less complex causal network, 
to substantial perturbations within human societies, as 
suggested by changes in cultural development in central 
Europe (Arbogast et al., 1996; Berglund, 2003; Magny, 
2004), strong variations in human settlement patterns 
(Vernet and Faure, 2000) and by a rapid development of 
hierarchical societies in the overpopulated Nile valley and 
Mesopotamia (Sirocko et al., 1993) as well as in South 
America (Sandweiss et al., 2001).”

More evidence for the abrupt climate change at the 
time Ötzi died is discussed by David Bressan. 

Regarding polar bears their number increased after the 
1970s agreement to limit their hunting.  The Polar Bear 
Specialist Group and Regehr et al.,  2016 give the follow-
ing central estimates for polar bears:

1993: 25,000
1997: 24,500
2001: 23,250
2005: 22,500
2015: 26,000

Regehr, E.V., Laidre, K.L., Akçakaya, H.R., Amstrup, S.C., At-
wood, T.C., Lunn, N.J., Obbard, M., Stern, H., Thiemann, 
G.W. and Wiig, Ø., 2016. Conservation  status of polar bears 
(Ursus maritimus) in relation  to projected sea-ice declines. 
Biology Letters, 12(12), p.20160556.

So for the past 25 years and despite the decrease in 
Arctic sea-ice the polar bear population has been stable, 
and Inuit reports indicate it might be even growing:
Wong, P.B., Dyck, M.G., Hunters, A., Hunters, I., Hunters, M. 

and Murphy, R.W., 2017. Inuit perspectives of polar bear re-
search: lessons for community-based collaborations. Polar 
Record, 53 (3), pp. 257-270.

“Across the north, Inuit still report recent increases in 
polar bear abundance and the ability of polar bears to 
adapt to rapidly changing environments (Keith 2005; Ty-
rell 2006; Dowsley 2007; Kotierk 2010; Arviat Hunters 
and Trappers 2011; Kotierk 2012).”

It is clear that there are other animals besides polar 
bears and all are affected by climate change. It is outside 
the scope of the manuscript to analyze the situation and 
responses to climate change by different species. The polar 
bear is a special case as it was included in the Red List 
solely for climate concerns over the loss of sea-ice, and 
despite 25,000 individuals being a respectable number for 
such a large predator from a very restricted environment. It 
was therefore singled out due to climate concerns and 

there is no evidence so far that their population is in de-
cline.

Cycles have long been recognized as a feature of cli-
mate. Evidence for periodicities in proxy records led to the 
confirmation of Milankovitch theory of orbital changes 
being responsible for the most important climatic changes 
of the Pleistocene. It is a complication that solar activity 
presents so many quasi-cycles, but they are real. The 11, 
50, 100 and 200-year periodicities are observable in sun-
spot records, while the 200, 1000, and 2500-year perio-
dicities are observable in cosmogenic isotope records. The 
current extended solar minimum (Solar cycles 24-25) was 
predicted on the basis of the 100-year periodicity (Clilverd 
et al.  2006). Some of these periodicities appear in climate 
records as attested in the bibliography presented.  In par-
ticular the 200-year periodicity in tree-rings, and the 1000-
year periodicity in monsoon proxy records, methane re-
cords, and iceberg activity proxy records.  I find surprising 
that scientists that have no problem in accepting the 11-
year cycle in sunspots and the 41-kyr and 100-kyr cycles 
in glaciations have so much problem accepting the exis-
tence of cycles in between. There is not much support in 
the manuscript for the climatic effect of galactic cosmic 
rays, as I don't find the evidence convincing. The galactic 
position of the Solar System hypothesis is mentioned, but I 
also say that it is controversial and not well constrained by 
evidence, so it is hardly an endorsement.

Section 9.7 does not globally criticize IPCC reports, 
as this section is quite specific about climate change attri-
bution,  that is assessed in AR5 chapter 10 “Detection and 
Attribution of Climate Change: from Global to Regional.” 
This chapter explains how attribution is done in page 872: 
“In general, a component of an observed change is attrib-
uted to a specific causal factor if the observations can be 
shown to be consistent with results from a process-based 
model that includes the causal factor in question, and in-
consistent with an alternate, otherwise identical,  model 
that excludes this factor.”  The problem with this approach 
is that to be acceptable, models have to reproduce the 
warming and they do so based on our incomplete knowl-
edge, and therefore their use to prove attribution consti-
tutes circular reasoning as they cannot be used as evidence 
of attribution when their coding already presupposes it. 
This is explained in section 9.7 and in my opinion is a 
valid criticism of attribution studies reflected in IPCC's 
AR5. If models are wrong …, [and since they can't repro-
duce the climate of the past they must be wrong, see for 
example:
Liu, Z., Zhu, J., Rosenthal, Y., Zhang, X., Otto-Bliesner, B.L., 

Timmermann, A., Smith, R.S., Lohmann, G., Zheng, W. and 
Timm, O.E., 2014. The Holocene temperature conundrum. 
Proceedings of the National Academy of Sciences, 111(34), 
pp.E3501-E3505.

Or the Early Eocene equable climate problem.]… then 
the uncertainty reflected in IPCC reports is incorrect and 
probably much higher. This is something that should be 
openly debated.

The paragraph about Curry and Webster 2011 has 
been changed to reflect the controversy. Thank you for 
pointing it out. It now reads:

“Curry and Webster (2011) essay on climate uncer-
tainty claimed that it is too big to be simplified, as the 
IPCC does,  or hidden as in the media portraits of global 
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warming.  Their claim was contested by a group of IPCC 
authors (Hegerl et al.  2011, followed by Curry and Web-
ster reply). While many scientists fear that uncertainty 
recognition will lead to inaction and furiously combat 
anyone raising the issue as a “merchant of doubt” 
(Oreskes and Conway 2010), Curry and Webster propose 
ideas for dealing with uncertainty, and convincingly argue 
that trust is more important than certainty for public con-
fidence (Curry and Webster 2011).”

Regarding possible vested sources in chapter 12 fossil 
fuel changes, the following academic reference has been 
added to the text:
Wang, J., Feng, L., Tang, X., Bentley, Y. and Höök, M., 2017. 

The implications of fossil fuel supply constraints on climate 
change projections: A supply-side analysis. Futures, 86, 
pp.58-72.

They reach a similar conclusion to mine:
“Climate projections calculated in this paper indicate 

that the future atmospheric CO2 concentration will not 
exceed 610 ppm in this century; and that the increase in 
global surface temperature will be lower than 2.6 °C com-
pared to pre-industrial level even if there is a significant 
increase in the production of non-conventional fossil fuels. 
Our results indicate therefore that the IPCC’s climate pro-
jections overestimate the upper-bound of climate change.”

Similar views are expressed by:
Berg, P. and Boland, A., 2014. Analysis of ultimate fossil  fuel 

reserves and associated CO2 emissions in  IPCC scenarios. 
Natural resources research, 23(1), pp.141-158.

Höök, M. and Tang, X., 2013. Depletion of fossil fuels and an-
thropogenic climate change—A review. Energy Policy, 52, 
pp.797-809.

Höök, M., Sivertsson, A. and Aleklett, K., 2010. Validity of the 
fossil fuel production outlooks in  the IPCC Emission Scenar-
ios. Natural Resources Research, 19(2), pp.63-81.

The conclusion that “Global warming might stall or 
slightly reverse for the period 2000-2035” is consistent 
with the evidence that the only period of warming since 
2002 was due to the big El Niño between 2014 and 2016. 
Since 2016 the global surface average temperature has 
been declining. I expected further declines when the in-
crease in solar activity with the new solar cycle coincides 
with La Niña conditions as has happened in the last six 
solar cycles (70 years). This has also taken place. A de-
cline of 0.2-0.3°C over the 2020–2025 period is possible 
and in accordance with the science presented in the manu-
script. That would leave the global surface average tem-
perature unchanged since 2002 and for over 20 years and 
is consistent with an analogous situation 138 years ago 
that shows a good agreement for the past 20 years, indicat-
ing climate conditions are perfectly capable of making this 
prediction correct (Fig. R3). As the prediction looks risky, 
particularly if one accepts that IPCC models do a good job 
at representing climate, it is a good test of the alternative 
scientific explanation discussed in the manuscript.

Certainly the number of references can be expanded 
and other points of view better represented. Since the 
manuscript was already quite long and IPCC views are 
presented in nearly every book published on the subject I 
considered it was more novel and interesting to present a 
more critical view that is supported by many paleoclimate 
studies and scientific authors. Although I don't mind giv-
ing great detail about the making of the figures, a much 

more detailed explanation in the figure captions would 
likely be detrimental to most readers. As an alternative I 
offer to provide that information to the reviewer so their 
correctness can be checked.

In science, disagreement is normal and productive. 
Different hypotheses are tested and reinforced or dis-
carded. The book provides evidence from the published 
literature of the importance of natural mechanisms of cli-
mate change. Since the view of IPCC is that “The best 
estimate of the human-induced contribution to warming is 
similar to the observed warming over this period,” it is 
clear that a significant contribution by natural factors im-
plies a significant overestimation of anthropogenic factors. 
And it is clear that models run hot (as shown in figure 
12.10), predicting more warming than is taking place and 
supporting that point.

Although we don't understand the mechanisms by 
which solar activity affects climate, despite a great amount 
of scientific literature on the issue (a hypothesis is pre-
sented in the manuscript), the correlation between climate 
proxies and solar proxies supports a very important role, 
particularly on the multi-decadal to millennial timescales. 
This position is defended by prominent climate scientists 
as in:
E. Rohling, P. Mayewski, R. Abu-Zied, J. Casford, and A. Hayes, 

2002. Holocene atmosphere-ocean interactions: records from 
Greenland and the Aegean Sea. Climate Dynamics 18 7 587-
593

“In view of these findings, we call for an in-depth 
multi-disciplinary assessment of the potential for solar 
modulation of climate on centennial scales.”

This disagreement exists in the scientific literature, it 
is a valid position in light of the evidence, and it is some-
thing that should be openly debated.

The stabilization of global warming in the first third 
of the 21st century is a clear possibility.  A hiatus in global 
warming was identified prior to the 2014-16 El Niño, and 
Hansen et al.  2018 in “Global Temperature in 2017” affirm 
that: “Therefore, because of the combination of the strong 
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Fig. R.3. Fractal comparison of the great Niños of 1876 and 
2016
1870s fractal analog (red, left and bottom scales) of the recent 
temperature record (green, right and top scales) shows that a 
0.2-0.3 °C cooling over the years following a great Niño would 
not be unprecedented. Data from woodfortrees.org.
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2016 El Niño and the phase of the solar cycle, it is plausi-
ble, if not likely, that the next 10 years of global tempera-
ture change will leave an impression of a ‘global warming 
hiatus’.”

The possibility of two warming hiatuses separated by 
a strong El Niño is defensible.

I must disagree that the references are old. The manu-
script includes 758 unique references, of which 627 were 
published since 2000.  The age distribution of the refer-
ences since 1950 is represented in figure R4. The peak 
year is 2013, which is reasonable since the manuscript was 
started in 2016. The number of annual references is above 
the 21st century average for the 2010-2018, years indicat-
ing the author’s effort to keep the bibliography up to date 
during the writing process. It usually takes 2-3 years for 
most scientific articles to show their true impact through 
the citations in their colleagues’ articles. Nevertheless, 
more references can be added and particularly any refer-
ences missed by the reviewer.

Reviewer 2
“Climate of the Past, Present and Future”, by Javier Vinós, 
presents a comprehensive description of our climate’s 
long-term variability, together with an extensive analysis 
of its plausible forcings. Data and numerous publications 
are presented and critically analyzed which study the cli-
mate from thousands and even millions of years ago. The 
analysis and results shown are based on studies by many 
authors, mainly experts on the subject and from various 
orientations regarding climate change cause attribution.

The book consists of 14 Chapters. The first is an In-
troduction that effectively invites to start the “journey” of 
reading it, even for those with “biased” positions regarding 
the main responsible for our climate’s long-term trend.

Chapters 2, 3, 4, 5, 7, and 8 analyze mainly long-term 
periodicities detected in solar activity and in characteris-
tics of the Earth's orbit, among others, which could explain 
some aspects of the climate variability, not only based on 
statistical analysis but on physical foundations as well.

Chapter 6 analyzes the effect of abrupt changes in 
climate on society in the past,  associating them with solar 
forcing and highlighting how little its role is recognized. 
The latter, according to Vinos, may induce overestimating 
other forcing factors, such as anthropogenic activity, for 
example.

Chapter 9 deals with greenhouse gases and climate, 
going through various aspects and showing successes and 
failures in their association. I highlight here the conclusion 
regarding climate uncertainties, which given their magni-
tude really prevents us yet from determining with full ac-
curacy the roles of both, anthropogenic and natural forc-
ings.

Chapters 10 and 11 deal with the meridional transport 
of energy and its relation to solar variability.  This trans-
port, as indicated and highlighted by the author,  is a fun-
damental property that determines key aspects of the cli-
mate and its variability at all scales.

The last three Chapters deal with the present climate 
and predictions, ending with a discussion of the next gla-
cial period. The significant role of the greenhouse effect is 
recognized, even though limited to a short period of time 
in paleoclimatic terms. The role of the Sun would seem to 
prevail when the research is extended to millions of years 
and even on scales of centuries.

All Chapters are accompanied by figures supporting 
many of the arguments. It is also noteworthy the synthesis 
provided by the conclusions at the end of each Chapter 
summarizing the ideas expressed by the author throughout 
each of them.

Some points are expressed sarcastically, and it seems 
that the author does not agree with the more general ideas 
about the preponderant responsibility of anthropogenic 
activity in forcing the latest climate long-term changes. 
However, in my opinion, his ultimate intention is clear: to 
warn of the role of natural forces, especially the Sun, in 
changing the climate of our planet, which affects us all 
equally.

The book’s topic is too broad and dates back a long 
time, in addition to being under scrutiny for the last few 
decades. Even so, this work reflects a good selection of 
points to study in depth before finding a single origin to 
our climate trend, which is certainly shared among more 
than one forcing.

Dr. Ana G. Elías
Laboratorio de Ionosfera, Atmósfera Neutra y Magnetos-

fera (LIANM)
FACET, Universidad Nacional de Tucumán, Argentina

Reviewer 3
During a period of overwhelming concerns about the po-
tential impacts of human induced climate change, Javier 
Vinós’ carefully reasoned book Climate of the Past, Pre-
sent and Future, A Scientific Debate, is an important and 
well-timed contribution to the discussion. 

The book title accurately describes the book’s very 
substantial content. 

The climate problem is tackled with an emphasis on 
the role of solar variability, arguing that not every varia-
tion in climate can be explained by variations in CO2 con-
centration. The book commences with a detailed descrip-
tion of the influences of orbital variability on climate. The 
Milankovitch theory is explained in some detail, noting the 
impacts and roles of obliquity, eccentricity,  and precession 
and their relative roles in past climate variations. He also 
introduces additional feedbacks involving,  for example, 
ice volume loading. Finally, he clarifies the role of CO2 
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concentrations in the termination of glacial events, noting 
the complexity of Earth’s climate. 

Vinós also describes some problems with Milanko-
vitch theory, using as an example the apparent interhemi-
spheric synchronicity of glacial and interglacial events. 
For example, during the last glaciation the Antarctic winter 
sea-ice sheet extended 10-15° closer to the equator and 
Australia,  New Guinea and Chile all contained glaciers 
The usual explanation is that CO2 changes induced by 
insolation effects in the Northern Hemisphere cause the 
ocean absorption of more CO2 than a warmer ocean and 
vice versa. Since Earth’s atmosphere is well mixed, the 
changes in greenhouse effect become one-signed, globally 
producing interhemispheric synchronicity. Yet,  based on 
ice-core CO2 records, Vinós argues that the decreases in 
CO2 concentration cannot completely explain the symme-
try, arguing further that other feedbacks besides green-
house effects must be involved. I emphasize this aspect 
because of evidence of interhemispheric synchronicity in 
the top-of-the-atmosphere radiation balance and in precipi-
tation appear to exist in the present climate state. This 
suggests an overall constraint, possibly dynamic, on global 
climate. 

The third chapter provides a detailed accounting of 
rapid climate variability associated within the Dansgaard-
Oeschger cycles (D-O).  Between 85-12 kYrs BP Green-
land ice cores show the rapid changes between cold (sta-
dial) and warm (interstadial) events. The author discusses 
several hypotheses that may explain the D-O cycles. Im-
portantly, he concludes CO2 variability occurring between 
stadial and interstadial periods cannot account completely 
for the rapidity and magnitude of the events, but that these 
events are tied to changes in ocean structure and ice extent 
in the northern Atlantic Ocean. He believes they are asso-
ciated with an oscillating Atlantic Meridional Overturning 
Circulation (AMOC). This is a key chapter as the author 
raises the question that if the D-O transitions are not re-
lated to CO2 concentrations, can similar transitions ex-
plain, at least partially, recent climate variations?

Chapter 4 describes climate variability during the 
Holocene, which occupies the period between the end of 
the last glaciation to the present. Climate variability within 
this period has had a profound influence on the waxing 
and waning of advanced societies across the planet (see 
also Chapter 6). A detailed account of temperature, CO2, 
and methane variations over the Holocene using data from 
Greenland ice cores shows a major warming starting at the 
end of the last glacial period until about 9 kyr BP (+3°C), 
followed by a relatively warm period around 9 kyr BP, 
with the first part being relatively dry (10.5-7.8 kyr BP) 
and the second being relatively moist (until 5 kyr BP). The 
period 9 kyr to 5 kyr BP is termed the Holocene climatic 
optimum. preceding a distinct cooling (-3°C) until about 
200 years ago, referred to as the Neoglacial period. The 
proxy climate records are displayed graphically in Figure 
4.5 along with changes in methane (inversely related to 
temperature) and CO2 .  The figure also shows a synthesis 
of temperature variations from a suite of climate model 
simulations. What is surprising is the abruptness of the 
start of the Neoglacial Period (5 kYr BP), which is evident 
from various proxy data.  Of particular interest is the ab-
sence of the grand cooling associated with the Neoglacial 
in the model results (Figure 4.5e). Vinós notes that the rise 
in CO2 through the Neoglacial Period did not coincide 

with any warming, perhaps reflecting overwhelming 
obliquity effects.  But an important conclusion is that the 
Holocene proxy temperature trends are opposite to what 
one would expect from increasing CO2.

Whereas Vinós ties the longer-term climate variability 
in the Holocene with variations in the planet’s obliquity, 
he also associates more rapid changes with the 2500 Bray 
solar cycle (Chapter 5) for which he lists proxy data sup-
port for the cycle. It is hypothesized that the Bray cycle 
alters the structure of the stratosphere and the changes are 
dynamically transmitted downwards, causing tropospheric 
reorganization (“top-down” influence) whilst insolation 
variability impacts the surface (“bottom up”),  as described 
by Joanna Haigh in 1996. Vinós notes Haigh’s modelling 
work1, in which she found pathways for solar influences 
on climate via stratospheric chemistry. Thus, it is not sur-
prising that models without an interactive upper atmos-
phere that includes chemistry may minimize or underesti-
mate the influences of solar variability.  The Haigh model 
with stratospheric chemistry perhaps represents a base 
level of complexity required for simulation of climate 
variability associated with solar influences. With the ab-
sence of upper atmosphere chemistry, simpler models may 
have led to an overemphasis on the role of CO2 in climate 
change. An important conclusion is that one should be 
cautious about dismissing solar influences on climate until 
we have models that more accurately replicate past cli-
mate. 

The importance of understanding past climate as a 
basis for understanding current climate change is under-
lined by noting the influence of climate change on past 
human societies. Chapter 6 is especially interesting as it 
explains low solar activity within Bray cycle during the 
Holocene resulted in rapidly occurring global cooling, 
which are related to periods of societal crisis. Vinos hy-
pothesizes how the cycle impacts global circulation 
through changes in major circulation patterns. It is also 
noted that climate crises, severe as they were, produced 
methods of adaptation and eventually societal advances. 
The two chapters that follow contain details of climate 
variability seemingly associated with solar variations. 

The overall role of greenhouse gas concentrations in 
climate variability is the focus of Chapter 9. Early in 
Earth’s history global temperatures were very high even 
though the radiation from the Sun was considerably lower. 
This is referred to as the “period of the faint sun”. Only 
CO2 concentrations of >5000 ppm could explain high 
global temperatures during a prolonged period of low solar 
radiation.  From this early peak, concentrations decreased 
to order 500 ppm with lower values occurring during peri-
ods of glaciation. The meridional transport of heat critical 
to the global energy balance on all time scales, which is 
discussed at length in Chapter 10 and its modulation by 
CO2 variability and variability of solar forcing,  is de-
scribed in Chapter 11.  The atmosphere transports heat me-
ridionally mainly by large transient eddies in the middle 
and high latitudes. The ocean carries heat mainly by the 
large-scale horizontal gyres, and by the meridional over-
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turning cells driven by the sinking and spreading of cold 
water. 

Vinós attempts to tie ocean and atmospheric heat 
transports with solar activity using the “stadium wave” 
hypothesis2 that synchronizes ocean,  atmospheric and sea-
ice indices with an approximate 65 yr period. One of the 
interesting factors is that the phases of the stadium wave 
coincide with periods of more rapid recent warming 1910-
1940 and 1970-2000 and may explain the lull in surface 
temperature change 1945-1970, a period when there was a 
major increase in greenhouse gas emissions.  Of some im-
portance, the stadium wave hypothesis offers a possible 
explanation for the nonlinearity of recent climate and 
greenhouse gas emissions relationships. 

Climate change since 1900 is discussed in detail in 
Chapter 13, including Vinós’ speculation of climate 
change through the 21st century. He argues that CO2 emis-
sions are expected to level off mid-century based on two 
major factors: projected changes in global demographics 
and increases in carbon sinks. The United Nations esti-
mates that populations will tend to level off by the end of 
the 21st century. In fact,  the annual global population 
growth peaked at 2.1% in 1968, has since dropped to 
1.1%, and may drop even further to 0.1% by 2100, which 
would be a growth rate not seen since pre-industrial revo-
lution days. All regions show a similar decrease in growth 
rate except for Africa. Furthermore,  populations tend to 
become older, and energy use per capita has fallen signifi-
cantly from a peak at the beginning of the 20th century. 
World energy use per capita has continued to increase 
largely driven by African demographics. However, sinks 
of CO2 over land areas have increased in efficiency be-
cause of the “greening” of the planet. Vinós points out 
estimates that in 1960, 40% of CO2 emissions were taken 
up by land plants compared to the current 50% uptake of 
what are now much larger emission levels. Vinós hypothe-
sizes that with the aging of the global population and 
eventually its decrease and the increased efficiency of car-
bon sinks that warming will stabilize at about 1.5°C above 
preindustrial levels. 

Finally, Vinós looks to the “far” future and asks 
whether another glacial period is imminent. Concerns 
were expressed by many climatologists in the 1970s that 
the decrease of global temperatures in the 1950-70 period 
may be harbingers of an imminent ice age. The decrease in 
global temperature occurred during an acceleration in car-
bon emissions following WWII. Of course,  an ice age did 
not occur and has not occurred since. However, Vinós ex-
pects the future interglacial, resulting from orbital effects, 
to be rather long delayed due to the “fat tail” of anthropo-
genic CO2 recovery or the exaggerated time for the current 
concentration to fall. 

The text is well complemented by carefully con-
structed figures with excellent captions. It includes exten-
sive references and glossary. The book emphasizes the 
importance of solar variability more so than those who 
believe that the “CO2 knob” controls climate. The author 

presents a balanced view of climate change noting the 
importance of orbital changes of the Earth, changes in 
greenhouse gas concentrations, both natural and anthropo-
genic, solar variability and the impact of each of these 
factors on the dynamical transport of energy towards the 
poles. 

Overall, the book is very readable. Who will be inter-
ested in this work? My thoughts are that this book should 
be read by anyone interested in climate variability, but 
especially graduate students and young investigators. It 
would make an excellent text for a graduate course. 

Dr. Peter J. Webster
Emeritus Professor, School of Earth, and Atmospheric 

Sciences.
Georgia Institute of Technology.

Reviewer 4
“Climate of the Past, Present &  Future; A scientific de-
bate” is a powerful discourse on climate change from the 
onset of 800,000 years ago to the future of next ice age. 
This book excels at showcasing the historical chronicles of 
climate change, its effects, picturing our very future in this 
scenario and in the discussion about the ramifications of 
climate change for humanity.

Over the past 20+ years, the public has been informed 
on various theories and hypothesis about the causes/effects 
of rising temperatures due to Carbon dioxide emissions. 
We've seen plenty of definite evidence of climate change 
at an unexpected higher rate. 

The book calls attention towards the natural causes of 
climate change as well as the anthropogenic factors.  It also 
depicts the major player in keeping the earth warm; 
Greenhouse effect because it keeps some of the planet's 
heat that would otherwise escape from the atmosphere out 
to space. In fact, without the greenhouse effect the Earth's 
average global temperature would be much colder and life 
on Earth as we know it would not be possible

There's a huge number of differences between past 
climate change and modern climate change,  both in terms 
of causes and in terms of the potential impacts, but by 
knowing about the past changes and their attributions we 
can understand causes of climate change, and responses of 
the earth's systems to both rapid and gradual change. Past 
environments basically act as experiments that we can 
study, and use to constrain models for the future. The 
author successfully conveyed this message to the readers. 

It further explores the current scientific consensus 
about fluctuations in solar activity and their account for a 
significant portion of our global warming. Many thanks 
for the wise author’s hard work on giving us such an ex-
cellent knowledge of the climate change.

Dr. Shican Qiu
Depatment of Geophysics, College of the Geology Engi-

neering and Geomatics
Chang’an University, Xi’an, 710054, China
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GLOSSARY

14C: Unstable isotope of carbon having an atomic weight 
of 14, and a half-life of c. 5,700 years. It is produced 
by the effect of cosmic and solar high-energy radiation 
on atmospheric nitrogen. It is used for radiocarbon 
dating going back some 40 ka, and as a proxy for past 
solar activity. Its production is affected by solar mag-
netic activity and geomagnetic changes.

– A –
aa index: The antipodal amplitude geomagnetic index is a 

measure of the disturbance level of the Earth’s mag-
netic field based on magnetometer observations at two 
nearly antipodal stations in the UK and Australia. It is 
the oldest geomagnetic index as it has been recon-
structed back to 1868.

Abrupt climate change: A climate change characterized 
by a persistent alteration in one or more climate vari-
ables at a rate that is higher than what is observed 80% 
of the time, leading to a different climate state that can 
last decades or longer.

Abrupt climatic event (ACE): A period of centuries that 
displays significantly altered climate variables on a 
global or hemispheric scale, as a result of abrupt cli-
mate change, constituting a different climate state.

Advection: The transfer of some property of the atmos-
phere or ocean, like heat, moisture or salinity,  by pre-
dominantly horizontal mass motions of water or air. In 
meteorology and oceanography it is the horizontal 
equivalent of the predominantly vertical convection.

African Humid Period: Each period when northern 
summer insolation is sufficiently high to allow the 
West African Monsoon reach the Sahara region. The 
annual precipitation over the Sahara is then sufficient 
to allow a savanna-type of environment instead of a 
desert. The last African humid period took place be-
tween 12.4–5.5 kyr BP.

Albedo: Is the fraction (percentage) of solar radiation that 
is reflected from a surface. Atmospheric albedo due to 
cloud cover is the largest contributor to Earth's albedo. 
Surface albedo is highest from ice and lowest generally 
from the ocean.

Alkenone: Long-chain unsaturated methyl and ethyl n-
ketone produced by some phytoplankton species. They 
are stable enough to have been detected in 120-
million-year old marine sediments. Some are used as a 
proxy for past sea-surface temperature because their 
degree of saturation is related to the temperature at the 
time they were produced.

Allerød Oscillation: An interstadial between the Older 
Dryas and the Younger Dryas in the North Atlantic 
region,  now identified with phases a to c3 of Green-
land Interstadial 1, between 13,900–12,900 BP. It was 
interrupted by a cold relapse known as the Intra-
Allerød Cold Period (IACP, phase b of GI–1).

Altithermal: The middle part of a tripartite division of the 
Holocene based on palynology (pollen science) pro-
posed by Ernst Antevs in 1948 and published as Neo-
thermal Climatic Sequence. It means period of high 
temperature and corresponds to the Holocene Climatic 
Optimum.

Anathermal: The earliest part of a tripartite division of 
the Holocene based on palynology (pollen science) 
proposed by Ernst Antevs in 1948 and published as 
Neothermal Climatic Sequence. It means period of 
rising temperature.

Angular momentum: A vector quantity determined by the 
rotational momentum of a rotating body or system, 
equivalent to the product of the angular velocity of the 
body or system and its moment of inertia with respect 
to the rotation axis. The direction of the vector is the 
rotation axis.

Anomaly: Referred to temperature indicates a scale, usu-
ally in Kelvin or Celsius degrees,  where the zero value 
has been placed at the average temperature of a certain 
period of time, usually 30 years. The name is unfortu-
nate, as it suggests that temperature changes are 
anomalous.

Antarctic Isotope Maxima (AIM): Millennial scale peri-
ods of warming in Antarctica characterized by an in-
crease in !18O and !D isotope ratios in ice cores.

Anthropogenic Global Warming (AGW): Global warm-
ing resulting from past and present human activities.

Aphelion: The point in an orbit which is farthest from the 
sun. For the Earth it happens currently around the 5th of 
July.

Apogee: The point of greatest distance in the orbit of any 
satellite of the Earth.

Apsidal precession: Also known as orbital precession, it 
is the precession (gradual rotation) of the line connect-
ing the apsides,  the points closest and farthest to the 
main body. The apsidal precession period for the Earth 
is 113 kyr, and participates in Milankovitch orbital 
frequencies that constitute a climate forcing. The apsi-
dal precession period for the Moon is 8.85 years.

Arctic Oscillation (AO): Also known as Northern Hemi-
sphere Annular Mode, the AO is a mode of climate 
variability that affects the winds circulating counter-
clockwise around the Arctic. A positive AO is charac-
terized by strong winds, a ring-like jet stream, low 
surface pressure in the Arctic, and cold masses of air 
confined to polar regions.  A negative AO is character-
ized by weaker winds, a meandering jet stream, high 
surface pressure in the Arctic, and cold masses of air 
penetrating non-polar latitudes. The AO index is calcu-
lated by comparing the 20–90°N 1000 mBar geopoten-
tial height field to its main mode of variability for the 
1979–2000 period.

Atlantic Meridional Overturning Circulation 
(AMOC): A system of surface and deep oceanic cur-



rents in the Atlantic Ocean responsible for the transport 
of heat, salt, carbon and nutrients. Surface currents 
transport heat and moisture northward from the tropics, 
while deep cold currents return the salt southward. 
Regions of overturning at both ends link both subsys-
tems.

Atlantic Multidecadal Oscillation (AMO): A recurrent 
mode of climate variability in the North Atlantic asso-
ciated to changes in sea surface temperature,  changes 
in North American, European and North African pre-
cipitation, and the intensity of North Atlantic hurri-
canes. It is characterized by alternating phases of 20–
40 years with a c. 0.6 °C amplitude in sea surface tem-
perature.

Axial precession: The slow and continuous change in the 
orientation of an astronomical body's axis of rotation. 
The Earth's axial precession period is close to 25,800 
years, and participates in Milankovitch orbital frequen-
cies that constitute a climate forcing.

– B –
Bjerknes compensation: The proposition by Jacob 

Bjerknes in 1964 that variability in latitudinal heat 
transport by the ocean is largely compensated by vari-
ability of the opposite sign in latitudinal heat transport 
by the atmosphere. Although not formally demon-
strated due to difficulties in measuring heat transport 
by the ocean, it is generally accepted.

Blytt–Sernander sequence: A Northern European cli-
matic sequence based upon pollen and plant remains in 
Danish peat bogs by Axel Blytt and Rutger Sernander. 
It was built and refined during the first half of the 20th 
century when it was popular and shown to occur more 
widely. It fell in disuse in the 1970s.

Bølling–Allerød Period: An interstadial between the Old-
est Dryas and the Younger Dryas in the North Atlantic 
region,  now identified with Greenland Interstadial 1, 
between 14,700–12,900 BP. It includes the Bølling 
Oscillation, the Older Dryas, and the Allerød Oscilla-
tion.

Bølling Oscillation: An interstadial between the Oldest 
Dryas and the Older Dryas in the North Atlantic re-
gion, now identified with phase e of Greenland Inter-
stadial 1, between 14,700–14,100 BP.

Bond cycle: An oceanic sedimentary pattern from the gla-
cial period discovered by Gerard Bond and Rusty Lotti 
in 1995 that linked the occurrence of 3–4 Dans-
gaard–Oeschger events between two Heinrich events.

Bond event: Periods of increased ice-rafting activity in 
the North Atlantic during the Holocene identified by 
Gerard Bond in 1997. Their number and periodicity 
have been the subject of controversy,  but their climatic 
importance is not, as they correlate to precipitation 
changes at both sides of the Atlantic, periods of weak-
ness in the Asian Monsoon, and aridity events in the 
Middle East.

BP: Before Present. Label to indicate a number of years 
before 1950 in the Gregorian calendar. This scale is 
common in Geology, and 1950 was selected because 
radiocarbon dating was developed in the early 1950s 
and used to date materials prior to that date.

Bray solar cycle: A solar activity periodicity of c. 2500-
year period first described by Roger Bray in 1968 and 

linked to a climate periodicity of the same period and 
phase.

– C –
C-mode: A combination mode of climate variability re-

sulting from the nonlinear interaction of the western 
Pacific warm pool annual cycle and El Niño/Southern 
Oscillation variability. The C-mode exhibits profound 
impacts on tropical climate, ENSO phase locking, and 
inter-hemispheric sea level variability in the Pacific.

Cal (years): Calibrated years, also calendar years. Dating 
obtained from converting radiocarbon years to calen-
dar years.

Climate change: A change in climate identified by statis-
tically significant changes in its climatological vari-
ables that persist for an extended period, typically dec-
ades or longer. By this definition climate is always 
changing.

Climate sensitivity: See equilibrium climate sensitivity.
Climate: General pattern of weather conditions for an 

area. Climate is statistically defined in terms of the 
mean and variability of relevant climatological vari-
ables over a period of time ranging from months to 
thousands or millions of years.

CMIP: Coupled Model Intercomparison Project. A col-
laborative framework designed to improve knowledge 
for global coupled ocean–atmosphere general circula-
tion models. Organized in 1995 by the Working Group 
on Coupled Modelling of the World Climate Research 
Programme. Its most recently completed phase of the 
project (2014–2020) is phase 6.

CO2 hypothesis: Hypothesis proposing that the amount of 
CO2 in Earth's atmosphere is the main factor governing 
the temperature of its surface, and that changes in CO2 
levels caused most large climate changes in the past 
and are responsible for present global warming.

Conduction: Thermal conduction is the transfer of heat 
between particles through collisions. The flow of en-
ergy is spontaneous from a hotter to a colder body and 
its rate depends on the temperature gradient and the 
properties of the conductive medium.

Convection: The transfer of some property of the atmos-
phere or ocean, like heat, moisture or salinity,  by pre-
dominantly vertical mass motions of water or air. In 
meteorology and oceanography it is the vertical 
equivalent of the predominantly horizontal advection.

Cosmogenic isotopes: Unstable isotopes produced natu-
rally by the effect of cosmic radiation on Earth's at-
mosphere. The main ones are 14C and 10Be.

– D –
Dansgaard–Oeschger event (D–O): A glacial-period 

abrupt climate event centered in the North Atlan-
tic–Nordic Seas region characterized by abrupt warm-
ing, measured at 7–13 °C in Greenland ice cores, over 
a period of seven decades, followed by a slower return 
to glacial conditions over several centuries to a few 
millennia. Their effect is hemispheric and they are tied 
to Antarctic isotope maxima to produce a global cli-
mate feature that is well registered in global methane 
levels.

Dark Ages Cold Period (DACP): A climate interval after 
the Roman Warm Period and before the Medieval 
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Warm Period characterized by cooling. It is usually 
dated c. AD 400–900.

de Vries solar cycle: A solar activity periodicity of c. 210-
year period named after Hessel de Vries,  who in 1958 
identified two maxima in 14C production near AD 1500 
and 1700.

Demographic dividend: The increase in economic pro-
ductivity due to the increase in the number of people in 
the workforce relative to the number of dependents. It 
is the positive economic impact of a shift in a popula-
tion's age structure towards a larger share from the 
working-age population.

Dryas octopetala: an Arctic–alpine flowering plant in the 
family Rosaceae that has given name to the last three 
cold periods before the Holocene.

– E –
Early Holocene: The first part after dividing the Holocene 

in three periods of similar length. It previously had a 
variable span depending on the area and proxy studied, 
but in 2018 the International Union of Geological Sci-
ences established its correspondence to the Greenlan-
dian Stage between 11,700–8,326 B2K.

Early Twentieth Century Warming (ETCW): The pe-
riod of global warming between 1910 and 1945,  that 
was of comparable magnitude (0.5 °C versus 0.6 °C) to 
the Late Twentieth Century Warming (LTCW) between 
1975–2000, despite a much lower increase in atmos-
pheric CO2 levels.

Earth System Model: A model that incorporates biogeo-
chemistry and the carbon cycle,  and from an emissions 
pathway produces a model of resulting CO2 atmos-
pheric levels.

Easterlies: Prevailing pattern of surface winds from the 
east toward the west. At the Hadley cell they are 
known as trade winds, and at the Polar cell as polar 
easterlies.

Eccentricity: In astrodynamics eccentricity is a measure 
of the ellipticity of an orbit, with a value between zero 
for a circular orbit and one for a parabola.

Eddy: Fluid current with a different direction to the gen-
eral flow. They are responsible for most of the energy 
and angular momentum transfer within the fluid. The 
size and number of eddies is a measure of turbulence. 
Examples of atmospheric eddies are hurricanes, cy-
clones and anticyclones, and Rossby waves.  Oceanic 
eddies are responsible for upwelling and downwelling.

Eddy solar cycle: A solar activity periodicity of c. 1000-
year period named after John A. Eddy, who described 
it in 1976.

Eemian: A stratigraphic period in Western Europe named 
after the Dutch river Eem. The Eemian stratum is dated 
between 126–115 ka in Northern Europe and 126–110 
ka in Southern Europe. It has also become a popular 
name for the last interglacial before the Holocene.

El Niño/Southern Oscillation (ENSO): Irregularly peri-
odic oscillation of 2–5 years in sea surface tempera-
tures and predominant winds strength over the tropical 
eastern Pacific Ocean, that affects the weather of much 
of the world.

El Niño: The warm phase of the El Niño Southern Oscil-
lation (ENSO) associated to warm surface waters in 
the Central–East Pacific Ocean and a weakening or 
reversal of the easterly trade winds.

Enthalpy: Enthalpy comprises a system's internal energy, 
plus the amount of work required to establish its vol-
ume and pressure. It is the preferred expression of en-
ergy changes in many scientific disciplines as changes 
in enthalpy equal the energy transfer through heat and 
work when there is no transfer of matter at constant 
pressure.

Equable climate problem: Refers to the inability by cli-
mate models to reproduce past hothouse climates of 
the Earth (e.g. Early Eocene, Cretaceous), character-
ized by reduced equator to pole temperature difference, 
warm polar regions with a reduced seasonality and ice 
free conditions at both poles, without resorting to unre-
alistic greenhouse gas concentrations or altered physi-
cal parameters.

Equilibrium Climate Sensitivity (ECS): The amount of 
warming produced by a doubling of atmospheric CO2 
levels after the oceans have had time to equilibrate.

Equilibrium line altitude (ELA): The line in a glacier 
that separates the zone of ice accumulation from the 
zone of ice ablation. The movement of this line deter-
mines if the glacier is growing or shrinking.

EROEI: Energy return on energy invested. The amount of 
energy obtained after discounting the amount of energy 
expended in obtaining it. A measure of the efficiency in 
energy production.

– F –
Feedback: A feedback occurs when part of the output 

from a system is added or subtracted to the input modi-
fying the result. Amplifying feedbacks are positive and 
dampening feedbacks negative.  Systems dominated by 
negative feedbacks are inherently stable and systems 
where positive feedbacks predominate are unstable.

Fennoscandian ice sheet: The ice sheet that forms over 
Scandinavia and surrounding areas of Eurasia during 
glacial periods.

Ferrel Cell: Part of the atmospheric circulation pattern 
proposed by William Ferrel in 1856 to explain prevail-
ing wind patterns between latitudes 35–60° in both 
hemispheres. Part of the ascending air at 60° diverges 
at high altitude westward and towards the equator 
meeting an opposite circulation from the Hadley cell at 
30° latitude. There it subsides and strengthens the high 
pressure ridges beneath. Then the air flows eastward 
and northward near the surface.  The Ferrel cell is 
driven by the existence of the Hadley and Polar cells, 
as it lacks a powerful heat source or sink. Due to this it 
is a weaker cell with more mixed winds, and its char-
acteristic surface winds are called prevailing wester-
lies. The Ferrel cell is not a very good representation of 
reality as at 10-km height strong westerlies are usually 
found.

Feynman solar cycle: A solar activity periodicity of c. 
100-year period named after Joan Feynman, who de-
scribed it in 1982 based on solar wind and geomag-
netic activity.

Forcing: Any process or perturbation that drives climate 
change.

– G –
Ga: Giga anni (109 years), a unit of time to indicate age in 

billions of years from the present, taking 1950 as the 
reference present date.
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General circulation model (GCM): Numerical models 
representing physical processes in the atmosphere, 
ocean, cryosphere and land surface.

Geopotential height: It is the actual height of a pressure 
surface above mean sea-level, and is related to the den-
sity of the air below. A low geopotential height indi-
cates the presence of cold dense air masses below, 
while a high geopotential height indicates the opposite. 
It is measured in meters relative to a given pressure. 
On a weather map height contours connect points of 
equal geopotential height.

Glacial cycle: The alternation of glacial and interglacial 
periods during the Pleistocene according to Milanko-
vitch orbital frequencies.

Glacial inception: The transition from an interglacial to a 
glacial period.  The establishment of glacial conditions 
after an interglacial is a very slow process that can take 
15 kyr or more. It is generally considered that glacial 
inception starts when non-polar ice sheets start to grow 
and sea levels show a marked decline.

Glacial period: An interval of time within an ice age 
when surface temperature is several degrees lower than 
present, and polar and mountain ice sheets are much 
more extensive, covering large parts of the northern 
hemisphere.

Glacial termination: A period of time of around 5–10 kyr 
when the transition from a glacial period to an inter-
glacial takes place. They are usually dated at the mid-
point,  defined as the time when the sea level rise 
reaches 50% of its change.

Great Oxygen Crisis: The Great Oxygen Crisis, or Great 
Oxygenation Event, was the biologically induced ap-
pearance of oxygen in Earth's atmosphere at the begin-
ning of the Proterozoic eon, 2.45 Ga. The oxygen pro-
duced by Cyanobacteria was first absorbed by iron and 
other elements producing thousands of new minerals. 
When it started to accumulate in the oceans and at-
mosphere it resulted in a mass extinction of the,  until 
then, dominant anaerobic life forms. It also reacted 
with atmospheric methane, a greenhouse gas,  greatly 
reducing its concentration and likely triggering the 
Huronian glaciation, the longest and harshest ice age 
known in Earth's history.

Greenhouse effect (GHE): It is the difference between 
the temperature at which a planet must emit infrared 
radiation to balance the absorbed solar radiation and 
the temperature at its surface.  It is primarily due to 
atmospheric greenhouse gases that absorb and emit 
infrared radiation. Due to the GHE, the Earth is 33°C 
warmer than it would be with an atmosphere transpar-
ent to infrared radiation, or no atmosphere.

Greenhouse gas (GHG): A gas that absorbs and emits 
energy within the thermal infrared part of the spec-
trum. The main GHGs in Earth's atmosphere are water 
vapor (H2Ov), carbon dioxide (CO2), methane (CH4), 
nitrous oxide (N2O), ozone (O3), chlorofluorocarbons 
(CFCs), and hydrofluorocarbons (HFCs). In climatol-
ogy the term might refer only to non-condensing 
greenhouse gases, excluding water vapor.

Greenhouse theory: Theory describing how the surface 
temperature of a planet, with an atmosphere containing 
greenhouse gases, is determined by the balance be-
tween the absorbed solar radiation and the emitted in-
frared radiation. Due to the presence of greenhouse 

gases, infrared radiation emission to space takes place 
mostly from the atmosphere instead of the surface, and 
the temperature of the surface becomes warmer. 
Changes in the amount of greenhouse gases cause an 
imbalance between absorbed and emitted energy, due 
to a change in the height of infrared radiation emission. 
The balance is restored by a change in the surface and 
atmosphere temperature, causing a change in climate.

Greenland Ice Core Chronology 2005 (GICC05): A 
stratigraphical timescale for Greenland ice cores de-
veloped from NGRIP, GRIP, and DYE–3 ice cores 
through annual layer counting that reaches back to 
60,202 b2k. It was further extended with a flow model 
mainly based on NGRIP to 104 ka b2k.

Greenland ice core project (GRIP): A multinational 
European research project that between 1990–1992 
drilled an ice core at the Greenland ice sheet summit. It 
also refers to the ice core produced.

Greenland Ice Sheet Project 2 (GISP2): A 1998–1993 
drilling project at the Greenland ice sheet summit, and 
the ice core that it produced.

Greenlandian stage: The first stratigraphic stage of the 
Holocene, between 11,700–8,326 B2K.

– H –
HadCRUT: A global surface temperature dataset pro-

duced by the Hadley Centre of the UK Met Office and 
the Climatic Research Unit of the University of East 
Anglia. Current version is HadCRUT5.

Hadley Cell: Part of the atmospheric circulation pattern 
proposed by George Hadley in 1735 to explain prevail-
ing wind patterns near the equator (trade winds). High 
insolation in the equatorial band causes warm air to 
rise. At high altitude the warm air moves poleward and 
deviates eastward by the Coriolis force. Upon reaching 
30° latitude the air sinks and closes the loop by moving 
equatorward and westward at the surface creating the 
trade winds (easterlies).

Hale solar cycle: A solar magnetic cycle of c.  22 years 
discovered by George Ellery Hale in 1919, that com-
prises two 11-year sunspot cycles, during which the 
polarity of the solar magnetic polar fields and the po-
larity of the sunspot pairs reverses twice.

Halocline: A water body layer that displays a strong verti-
cal salinity gradient, separating two zones that display 
more moderate salinity changes.  Due to salinity effect 
on water density, the halocline plays an important role 
in water vertical stratification, strongly limiting verti-
cal exchange of mass, heat, salt, ions, and nutrients.

Heinrich event (HE): Recurrent climate event during the 
glacial period responsible for the deposition of a very 
prominent layer of ice-rafted debris at the bottom of 
the North Atlantic Ocean. They were discovered by 
Hartmut Heinrich in 1988. Heinrich events constitute 
periods of very intense iceberg activity indicative of a 
massive collapse at the Atlantic borders of the ice 
sheets. They coincide with colder periods in Greenland 
and warming periods in Antarctica. There are six of 
them between 60 and 17 ka,  with the Younger Dryas 
possibly constituting the most recent one.

Hiatus: In climatology, each period of time during the 
instrumental era of temperature measurements (since 
1850) when little or no warming has taken place.  Hia-
tuses appear to be the low phase of a c. 65-yr periodic-
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ity. The first hiatus took place between 1879 and 1909. 
The second hiatus happened between 1944 and 1974. 
The third hiatus started around 1998 and is still ongo-
ing.

Holocene: The current interglacial and geological epoch. 
The base of the Holocene has been stratigraphically 
defined at 11,700 B2K (11,650 BP) by the Interna-
tional Union of Geological Sciences.

Holocene Climatic Optimum (HCO): A period within 
the Holocene when the highest global average tem-
peratures were reached. Although its temporal span 
varied between different regions, globally it can be 
considered to have taken place roughly between 9600 
and 5500 BP.

Holocene Thermal Maximum: An alternative name for 
the Holocene Climatic Optimum.

Holton–Tan Effect: A phenomenon in which the strength 
of northern stratospheric winter polar vortex synchro-
nizes with the equatorial quasi-biennial oscillation. The 
vortex becomes stronger and colder when the QBO is 
in its westerly phase and weaker and warmer when it is 
in its easterly phase.

Hypsithermal: An alternative name for the Holocene 
Climatic Optimum.

– I –
Ice Age: Any geological period of the Earth history char-

acterized by the presence of large continental ice 
sheets. We are currently in the Quaternary Ice Age, as 
both Greenland and Antarctica are covered by ice 
sheets. Within an ice age there are alternating colder 
glacial periods, or stadials, and warmer interglacials,  or 
interstadials. Historically and popularly the term ice 
age is used as a synonym for glacial periods, generat-
ing confusion.

Ice-rafted debris (IRD): Deposits of material, usually of 
petrological origin, found at the bottom of a water 
body that have been transported by ice. During the 
Pleistocene the transport of sediments by icebergs to 
areas of high iceberg melting rates was a primary 
mechanism of sediment transport. The mineralogical 
nature of the sediments allows to trace the regional 
origin of the icebergs responsible for the transport.

Indo–Pacific Warm Pool (IPWP): A large area (>30 ( 
106 km2) in the tropical western Pacific Ocean and 
eastern Indian Ocean of c. 7% of the planet surface that 
is permanently above 28 °C. The high temperature 
causes deep convection,  producing clouds that rise to 
15 km high, and result in significant atmospheric circu-
lation effects. It is an important component of the 
global climate system.

Infrared radiation (IR): Radiation with a wavelength 
between 0.75–1000 "m. The relevant IR for climate is 
the thermal infrared, between 3–15 "m.

Interferometry: A technique based on the superposition 
of electromagnetic waves in order to extract informa-
tion from their interference.  In radio astronomy, very-
long-baseline interferometry allows the precise timing 
of the arrival of a signal from a very distant source 
with atomic clocks at faraway radiotelescopes for im-
aging remote cosmic radio sources and astrometry. 
When used in reverse it allows the precise measure-
ment of changes in Earth's rotation speed and the map-
ping of tectonic movements.

Intergovernmental Panel on Climate Change (IPCC): 
The United Nations body in charge of producing re-
ports assessing the published science on climate 
change.

Interstadial: A warm interval within a climatological time 
sequence.

Intertropical Convergence Zone (ITCZ): Is the climatic 
equator of the planet,  the area encircling the Earth 
where the northeast and southeast trade winds con-
verge, producing what is known by sailors as the 
calms. It is formed by high tropical insolation driving 
warm, moist air convection,  forming the ascending 
branch of the Hadley cell. As the air ascends it cools 
down forming a band of clouds and thunderstorms that 
encircle the globe near the Equator. The ITCZ location 
varies through the seasons, moving North from Janu-
ary to July and South from July to January, following 
the band of maximal solar flux. Tropical monsoons are 
linked to the position of the ITCZ, and long-term 
changes in its position due to changes in insolation 
derived from precessional and obliquity changes have 
a very important effect on paleoclimate evolution.

– L –
La Niña: The cold phase of the El Niño Southern Oscilla-

tion (ENSO) associated to cold surface waters in the 
Central–East Pacific Ocean and a strengthening of the 
easterly trade winds.

Last Glacial Maximum (LGM): The time during the last 
glacial period when ice sheets were at their greatest 
extent. It is defined based on sea level being 125 me-
ters below current level between 26.5 and 19.0 ka.

Late Cenozoic Ice Age: The present ice age, that started 
at 33.9 Ma at the Eocene–Oligocene Boundary whith 
the beginning of Antarctic glaciation. It spans the sec-
ond half of the Cenozoic Era.

Late Holocene: The last part after dividing the Holocene 
in three periods of similar length. It previously had a 
variable span depending on the area and proxy studied, 
but in 2018 the International Union of Geological Sci-
ences established its correspondence to the Meghala-
yan Stage from 4,250 B2K to the present.

Late Twentieth Century Warming (LTCW): The period 
of global warming between 1975 and 2000, that was of 
comparable magnitude (0.6 °C versus 0.5 °C) to the 
Early Twentieth Century Warming (ETCW) between 
1910–1945, despite a much higher increase in atmos-
pheric CO2 levels.

Latitudinal insolation gradient (LIG): The gradient de-
termined by the angle of incidence of solar radiation in 
the amount of energy received from the sun in a period 
of time at the planet's surface (for example, kWh/m2/
day), that changes with latitude. This gradient acts on 
the climate system through differential solar heating, 
which determines the Earth's latitudinal temperature 
gradient that drives the atmospheric and ocean circula-
tion and creates the different climatic zones. The LIG 
changes with the seasons and on longer timescales 
with changes in obliquity and precession.

Latitudinal temperature gradient (LTG): The surface 
temperature gradient, determined mainly by differen-
tial solar heating, that changes with latitude, and by the 
efficiency of the heat transport from the tropics to the 
poles. The LTG drives the atmospheric and ocean cir-
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culation and creates the different climatic zones. The 
LTG changes with the seasons and on longer times-
cales with changes in obliquity and precession, but 
unlike the LIG it also changes when there is a latitu-
dinal change in surface temperatures, like with Arctic 
warming amplification. The LTG is a central property 
of the planet's climate system.

Laurentide ice sheet: The ice sheet that forms over North 
America during glacial periods.

Length of day (LOD): A measure of day-length fluctua-
tions determined by the difference between the astro-
nomically determined duration of the day and 86,400 
International System seconds.

Linear Pottery culture (LBK): Linearbandkeramik 
(German), the first Central European Neolithic culture 
between 7550–6950 BP.

Little Ice Age (LIA): A climate interval after the Medie-
val Warm Period characterized by cooling and moun-
tain glaciers expansion. There is no agreement on the 
LIA timespan. In this book the LIA is considered to 
start after the 1257 Samalas eruption and end after the 
effects of the 1835 Cosigüina eruption were over, 
spanning 1258–1840.

Low gradient paradox: The physical paradox posed by 
equable climates with warm poles requiring enhanced 
meridional fluxes of heat to sustain mild high latitude 
temperatures while keeping low latitudes from becom-
ing exceedingly warm and the turbulence theory stand-
point that the meridional heat flux is proportional to 
the meridional temperature gradient.

Lunisolar: Caused by both the sun and the moon.

– M –
Medieval Climatic Anomaly: A synonym for the Medie-

val Warm Period.
Medieval Warm Period (MWP): A climate interval after 

the Dark Ages Cold Period and before the Little Ice 
Age characterized by warming and mountain glaciers 
contraction. It is usually dated c. AD 950–1250.

Medithermal: The latest part of a tripartite division of the 
Holocene based on palynology (pollen science) pro-
posed by Ernst Antevs in 1948 and published as Neo-
thermal Climatic Sequence.  It means period of inter-
mediate temperature,  and corresponds to the Neogla-
ciation.

Meghalayan stage: The last stratigraphic stage of the 
Holocene, from 4,250 B2K to the present.

Meltwater pulse: An acceleration in sea-level rise result-
ing from outbursts of glacial meltwater and/or greatly 
enhanced iceberg production during periods of ice-
sheet collapse. Rates of sea-level rise during meltwater 
pulses may have been of 35–60 mm/year and persisted 
for a few centuries.  The increased addition of cold 
fresh water to the ocean may have had important cli-
matic effects,  affecting also oceanic currents and verti-
cal stratification of water.

Mid-Holocene Transition (MHT): A period of time be-
tween c. 6,000 and 4,800 BP that marks the end of the 
Holocene Climatic Optimum and the beginning of the 
Neoglacial Period, when a complete reorganization of 
the Earth's climate took place. The principal cause of 
this global climatic shift was the redistribution of solar 
energy as the northern summer insolation decrease 
reached its maximum rate. It produced a southward 

shift of the Intertropical Convergence Zone causing 
increased dryness and desertification at around 30°N 
latitude in South America, Africa and Asia. It also led 
to an increase in the amplitude of the El Niño Southern 
Oscillation.

Mid-Pleistocene Transition (MPT): A period of time at 
the transition from the Early to Middle Pleistocene, 
from about 1.25 to 0.7 Ma, characterized by a reduc-
tion in the frequency of interglacials and the emer-
gence of a c. 100-kyr periodicity in !18O records. Once 
the MPT ended,  the Pleistocene cooling and increase in 
global ice levels ended.

Middle Holocene: The second part after dividing the 
Holocene in three periods of similar length. It previ-
ously had a variable span depending on the area and 
proxy studied, but in 2018 the International Union of 
Geological Sciences established its correspondence to 
the Northgrippian Stage between 8,326–4,250 B2K.

Milankovitch Theory: The theory proposed by Milutin 
Milankovi# in 1920 to explain the alternation of inter-
glacial and glacial periods during the Pleistocene as a 
result of long-period changes in the orbit of the Earth 
caused by the gravitational pull of the sun, the moon 
and the planets. It was demonstrated in 1976 that Pleis-
tocene climate proxies follow the orbital frequencies 
proposed by Milankovi#.

Modern Global Warming (MGW): The period of warm-
ing of c. 300 years from the bottom of the Little Ice 
Age between 1650–1700 to the present.

Modern Solar Maximum (MSM): The period 1935–
2004, defined by solar cycles 17–23, constituting the 
longest period in the sunspot record of above average 
decadal solar activity.

– N –
NCEI PDO index: The Pacific Decadal Oscillation index 

produced by the National Centers for Environmental 
Information from the National Oceanic and Atmos-
pheric Administration sea-surface temperature dataset 
ERSST. The NCEI PDO index closely follows the 
Mantua PDO index.

Neoglacial Period: The period of the Holocene between c. 
5200–400 BP characterized by an increase in global 
glacier advances and a decrease in global temperature. 
It is thought to have been driven by the decrease in 
Earth's obliquity and in northern summer insolation 
due to precession.

Neoglaciation: The increasing trend in global glacier ad-
vances after the Holocene Climatic Optimum identi-
fied and named by François Matthes in the 1940s.

Nodal precession: It is the precession of the orbital plane 
of a satellite around the rotational axis of the main 
body. In the case of the Moon it is the time it takes the 
ascending node to move through 360° relative to the 
vernal equinox. It is about 18.6 years.

North Atlantic Current (NAC): A current originating 
between the Grand Banks and Mid Atlantic Ridge with 
waters from the Gulf Stream and the Slope Water Cur-
rent,  characterized by warm temperature and high sa-
linity. It mixes with northern cold polar water from the 
sub-polar gyre and branches out at the Irminger, Nor-
way, and Canary currents.

North Atlantic Deep Water (NADW): A cold (2.2–
3.5 °C), high salinity, high oxygen, low nutrients, layer 
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that occupies the 1500–3500 depth level through the 
length of the Atlantic. Its sources are the Nordic Seas, 
the Labrador Sea, and the Mediterranean Sea. It flows 
south over time, being part of the thermohaline circula-
tion, closing the loop of the Atlantic circulation.

North Atlantic Oscillation (NAO): A north–south dipole 
of atmospheric pressure mode of variability over the 
North Atlantic that displays prominent climatic tele-
connections. One center of the dipole is located over 
Greenland and the other center of opposite sign is lo-
cated in the Central North Atlantic between 35–40°N. 
The North Atlantic Oscillation (NAO) index is con-
structed from the pressure difference between the Ice-
landic Low and the Azores High.  The oscillation 
switches between a positive mode with strong Ice-
landic Low and Azores High and a negative mode with 
weak Icelandic Low and Azores High. Strong NAO 
positive phases display above-average temperature in 
the Eastern US and Northern Europe and below-
average temperature in Greenland and often in South-
ern Europe and the Middle East. They are also associ-
ated with above-average winter precipitation over 
Northern Europe and Scandinavia, and below-average 
winter precipitation over Southern and Central Europe. 
Opposite patterns of temperature and precipitation 
anomalies are typically observed during strong NAO 
negative phases.

North Greenland Eemian Ice Drilling Project (NEEM): 
An international project that between 2007–2012 suc-
ceeded in obtaining an ice-core from North–West 
Greenland that contained ice from the Eemian intergla-
cial and from the previous glacial period.

North Greenland Ice Core Project (NGRIP): A multina-
tional European drilling project that between 1999–
2004 obtained a core reaching 105 ka from Central 
Greenland.

Northgrippian Stage: The second stratigraphic stage of 
the Holocene, between 8,326–4,250 B2K.

– O –
Obliquity: The angle between the earth's orbital plane 

(ecliptic) and equatorial plane, also called axial tilt. It 
can change between 22.1° and 24.5°, and currently is 
equal to 23°26-  (23.44°) and decreasing. It is the main 
Milankovitch parameter for orbital forcing of climate, 
responsible for the spacing and occurrence of intergla-
cials.

Oceanic Niño index (ONI): NOAA's El Niño/Southern 
Oscillation index based on sea-surface temperature in 
the Niño 3.4 region (5°N–5°S, 120–170°W).

Old-age dependency ratio: The population ages 65-plus 
divided by the population ages 16–64. A measure of 
the economic burden of an ageing population.

Older Dryas: A colder period in the North Atlantic region 
of c. 200 years duration at c.  14,000 BP within Green-
land Interstadial 1 (Bølling–Allerød stadial),  corre-
sponding to GI–1d, palynologically characterized by 
the abundance of Dryas octopetala leaves in Scandina-
vian lake sediments and peat bogs.

Oldest Dryas: The cold period prior to the start of the 
Bølling Oscillation at 14,700 BP. It is not well defined 
and largely in disuse, coinciding with Heinrich event 1 
(16.8–14.7 kyr BP) after the Last Glacial Maximum. It 

is characterized by the abundance of Dryas octopetala 
leaves in Scandinavian lake sediments and peat bogs.

Orbital precession: See apsidal precession.
Orbital tuning: The process of adjusting the time scale of 

a geologic or climate record so that the observed fluc-
tuations correspond to calculated orbital changes. 
Overtuning can result if the features in the record do 
not correspond to the chosen orbital changes, leading 
to circular reasoning.

– P –
Pacific Decadal Oscillation (PDO): A climatic mode of 

variability in the North Pacific with ample teleconnec-
tions. It is defined as the leading pattern of sea surface 
temperature anomalies in the North Pacific basin. It is 
strongly influenced by ENSO and represents a long-
term envelop of ENSO variability. Its phases can last 
decades and when positive present negative SST 
anomalies in central and western North Pacific and 
positive SST  anomalies in the eastern North Pacific 
and the opposite when positive. A weak mirror image 
of these anomalies occur across the South Pacific.

Paleocene–Eocene Thermal Maximum (PETM): A very 
large carbon isotope !13C excursion that took place 
approximately at 55.5 Ma and was contemporaneous 
with a significant warm and oxygen isotope anomaly. 
The size and 13C depletion of the excursion has made a 
large release of methane clathrates the favored expla-
nation.

Palynology: The study of plant pollen, spores and certain 
microscopic plankton organisms (collectively termed 
palynomorphs) in both living and fossil form.

Pause: See hiatus.
Pentadecadal solar cycle: A statistically weak reduction 

in solar activity every c. 50 years that is supported by 
cosmogenic 10Be frequency analysis in the annually 
resolved DYE–3 Antarctic ice core.

Perigee: The point of least distance in the orbit of any 
satellite of the Earth.

Perihelion: The point in an orbit which is closest to the 
sun. For the Earth it happens currently around the 4th of 
January.

Petrological tracer: A mineral sediment whose origin can 
be traced to geological formations within a certain re-
gion.

Pleistocene Glaciation: Also known as Quaternary Gla-
ciation, it comprises the last 2.59 Myr within the Late 
Cenozoic Ice Age when ice-sheets in the Northern 
Hemisphere began to grow outside Greenland at inter-
vals. The 2.59 Ma boundary was chosen as a conven-
ient point within a period of global cooling with major 
cooling phases between 2.8–2.4 Ma and cold evidence 
at mid-latitudes at the time of the Isthmus of Panama 
closure.

Polar Cell: Part of the atmospheric circulation pattern. 
Very cold air at high altitude in polar regions sinks 
creating a high pressure area and moving equatorward 
and westward at surface (polar easterlies) towards the 
60° parallel, where it meets opposite warmer more 
humid winds from the Ferrel cell. The air ascends and 
diverges, with part of it moving polarward and east-
ward at high altitude to close the loop.

Polar circulation index (PCI): A statistical parameter 
introduced by Paul Mayewski in 1994 to measure 
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changes in the relative size and intensity of the atmos-
pheric circulation system, that transported air masses 
to Greenland, from the main empirical orthogonal 
function from ice-core chemical data.

Polar see-saw: A hypothesis that provides an explanation 
for why temperature changes in the two polar regions 
were out of phase at certain times during the last gla-
cial period. The Atlantic Thermohaline Circulation is 
proposed to be responsible for variable heat transport 
leading to the polar alternative warming or cooling.

Polar vortex: A large region of low pressure cold air rotat-
ing cyclonically (clockwise in the Southern Hemi-
sphere, counter-clockwise in the Northern Hemisphere) 
around both poles that manifests both in the tropo-
sphere and stratosphere. The stratospheric polar vortex 
is an Autumn-Spring phenomenon, while the tropos-
pheric polar vortex usually persists,  albeit weakened, 
during the Summer.

Precession: In a rotating body or system, precession is the 
comparatively slow (with respect to the rotation speed) 
change in the orientation of the rotating axis. Earth's 
axial precession is responsible for the slow displace-
ment of the equinoxes (and seasons) along its orbit, 
with very important climatic repercussions, constitut-
ing one of Milankovitch orbital forcings. Earth's orbit 
around the sun also has a rotation axis that presents 
precession (apsidal precession), modifying the fre-
quencies of the precession of the equinoxes.

– Q –
Quasi-Biennial Oscillation (QBO): Is a quasi-periodic 

oscillation in the strong stratospheric winds that circle 
the planet high above the equator, descending about 
1 km per month. The new belt that develops above the 
old one has an opposite orientation.  At a given height 
(measured at 30 hPa) westerlies and easterlies alternate 
every c. 14 months. The amplitude of the easterly 
phase (QBOe, negative values of wind speed) is about 
twice as strong as that of the westerly phase (QBOw, 
positive values of wind speed), and lasts a little longer, 
but climatically low speed easterly winds (–5–0 m/s) 
behave as westerly winds.  The QBO has important 
repercussions on the northern hemisphere climate,  par-
ticularly during winters,  affecting the strength of the 
Polar Vortex and the Jet Stream.

Quaternary: The current and most recent of the three 
periods of the Cenozoic Era that spans the last 2.59 
Myr and is divided into two epochs: the Pleistocene 
(2.59 Ma to 11.7 ka) and the Holocene (11.7 ka to to-
day).

Quaternary Glaciation: See Pleistocene Glaciation.

– R –
Radiative forcing (RF): The net change in the energy 

balance of the Earth system due to some imposed per-
turbation.

Representative concentration pathway (RCP): A green-
house gas concentration trajectory adopted by the 
IPCC for its Assessment Reports for the purpose of 
modelling climate change.

Revelle effect: The low CO2 increase in the ocean of 
about 1/10 that results from a CO2 increase in the at-
mosphere. It is due to the buffering effect of dissolved 
inorganic carbon species that regulates the amount of 

CO2 in water according to the Revelle factor. The Rev-
elle effect contributes to the increase in atmospheric 
CO2 levels.

Revelle factor: The ratio of instantaneous change of CO2 
to the change in dissolved inorganic carbon species 
that determines the buffering capacity of ocean water. 
It is inversely correlated to the amount of dissolved 
inorganic carbon, to the buffering capacity of ocean 
water, and to the capacity of the ocean to take up in-
creased atmospheric CO2.  The Revelle factor has dif-
ferent values in different parts of the oceans.

Roman Warm Period (RWP): A very long climate inter-
val after the 2.8 Ka event and before the Dark Ages 
Cold Period characterized by warming and mountain 
glaciers contraction. Some authors date it at 2500–
1600 BP (550 BC – AD 350), while others restrict it to 
250 BC – AD 350. Historical and climatic evidence 
suggests the Roman Warm Period could have been as 
warm or warmer than the present.

Rossby wave: also planetary wave, is a kind of inertial 
wave generated in rotating planets due to differences in 
the Coriolis effect with latitude. Atmospheric Rossby 
waves are huge meanders in high-altitude winds with 
wavelengths of several hundreds of kilometers. Oce-
anic Rossby waves are much smaller and generally 
associated to the thermocline.

– S –
Sapropel: Dark-coloured sediments of marine, estuarine, 

or lacustrine deposition that are rich in organic matter 
derived from aquatic plants and animals. Mediterra-
nean sapropels reflect monsoonal variations caused by 
Milankovitch orbital changes.

Schwabe solar cycle: A solar activity periodicity of c. 11-
year period named after Samuel Heinrich Schwabe, 
who described it in 1843. It is traditionally measured 
by counting the number of sunspots in the sun.

Seasonality: The variation between the seasons. In paleo-
climatology the difference between the seasons has 
changed over time with changes in precessional-linked 
insolation. Currently northern hemisphere winters are 
warmer and summers cooler than they were during the 
Early Holocene, displaying a decrease in seasonality 
over time.

Stadial: A cold interval within a climatological time se-
quence.

Stadium wave hypothesis: The hypothesis proposed by 
Marcia Glaze Wyatt in 2012 of a multidecadally vary-
ing climate signal that propagates across the Northern 
Hemisphere within a network sequence of synchro-
nized ocean, atmosphere, and sea-ice indices. All indi-
ces vary at the same timescale of c. 64 years peak-to-
peak throughout 20th century with one index leading 
the next in a consistently ordered lead-lag fashion.

Stefan–Boltzmann equation: Equation describing the 
Stefan–Boltzmann law that relates the energy radiated 
by a body to its temperature.

Stratigraphy: A branch of geology dedicated to the study 
of rock layers of sedimentary and volcanic origin, their 
successions and interpretation in terms of a general 
time scale. It provides a basis for historical geology.

Suess effect: The depletion of the heavy carbon isotopes 
14C and 13C due to the burning of fossil fuels. Due to 
their biological origin fossil fuels are low in the stable 
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13C that is selected against by photosynthetic organ-
isms, and because of their ancient origin they are low 
in 14C due to radioactive decay.

Summary for policymakers (SPM): Summary of the 
IPCC reports intended to aid policymakers. The form 
is approved line by line by governments.

Syzygy: A straight-line configuration of three or more 
celestial bodies in a gravitational system.

– T –
Tephra: All pyroclastic solid materials, such as ash,  dust, 

cinders, or blocks, that are ejected into the air during a 
volcanic eruption.

Thermocline: Thin layer in a large body of fluid that 
separates a zone with increased temperature mixing 
from a zone with reduced temperature mixing, result-
ing in a more rapid temperature rate of change than 
above and below.

Thermohaline circulation (THC): Also called the Great 
Ocean Conveyor Belt. The main component of general 
oceanic circulation below the surface and at depth con-
trolled by differences in temperature and salinity. Cold, 
salty water sinks mainly in the polar regions and out-
side the Mediterranean and spreads slowly into the rest 
of the oceans before resurfacing at multiple places as 
cold, less saline, rich in nutrients water that is warmed 
and increases in salinity as it moves towards the sink-
ing areas.  In the process it transports huge amounts of 
heat,  nutrients and ions over vast distances. It is re-
sponsible for part of the heat transport from the equator 
towards the poles, and it links both poles by the polar 
see-saw.

Torque: A measure of the force that causes an object to 
rotate acquiring angular acceleration. It is equal to the 
product of the magnitude of the force by the distance 
from its point of application to the axis of rotation.

Total solar irradiance (TSI): The total amount of solar 
radiation in W/m2 received outside the Earth’s atmos-

phere on a surface normal to the incident radiation, and 
at the Earth’s mean distance from the Sun. It can only 
be measured reliably from satellites and the record 
extends back only to 1978. The solar cycle variation of 
TSI is of the order of 0.1%.

Treeline: The edge of the habitat, at high altitudes or high 
latitudes, beyond which trees cannot grow.

Tuning: See orbital tuning.
Turbidite: A sedimentary deposit consisting of material 

that has moved down the steep slope at the edge of a 
continental shelf by gravity-induced turbidity currents.

– V –
Varve: A sedimentary layer at the bottom of a water body 

deposited within a year, that may present two layers of 
alternately finer and coarser silt or clay, reflecting dif-
ferences in seasonal sedimentation within the year.

– W –
Westerlies: Dominant pattern of surface winds from the 

west toward the east.  At the Ferrel cell they are known 
as prevailing westerlies.

– Y –
Younger Dryas (YD): The last Greenland stadial, GS–1 

between 12,900–11,700 BP, before the Holocene. It 
took place during glacial termination causing a reversal 
in climate conditions at the North Atlantic region with 
worldwide effects. It is considered by some researchers 
as a Heinrich event (HE) caused by the collapse of ice-
sheets' oceanic margins, accompanied by ice-rafted 
deposition in the North Atlantic bottom, and ending in 
the last abrupt Dansgaard–Oeschger event as other 
HEs. It is characterized by the abundance of Dryas 
octopetala leaves in Scandinavian lake sediments and 
peat bogs.
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aa index, 131
abrupt climatic event (ACE), 57, 89

0.5-kyr ACE, see Little Ice Age
2.8-kyr ACE, 45, 99–102
3.1-kyr ACE, 92, 99
4.2-kyr ACE, 46, 55, 115–16

cosmic impact hypothesis, 116
4.7-kyr ACE, 81
5.2-kyr ACE, 46, 55–56, 98, 116
5.5-kyr ACE, 55
6.3-kyr ACE, 54
6.8-kyr ACE, 54
7.2-kyr ACE, 95
7.7-kyr ACE, 93
8.2-kyr ACE, 55–56, 70, 92–93, 

107
8.4-kyr ACE, 93
8.6-kyr ACE, 92, 99
10.3-kyr ACE, 91

Adhémar, Joseph, 138
Aegean sea, 92–93, 95
aerosols, see anthropogenic aerosols
African humid period, 46, 50–51, 75, 

97
African monsoon, 51, 75
Agassiz, Louis, 138
Agricultural Revolution, 106
agro-pastoralism, 96, 102
Agulhas Current, 162
Akkadian Empire (Mesopotamia), 

115–16
albedo, 140, 157, 159, 184–86
Aleutian Low pressure system, 188
Aleutian-Icelandic seesaw, 188
alkenone proxies, 50, 70, 75
Alley, Richard, 36
Alpine glaciers, see glaciers, Alpine
Alsace, 96
Altithermal, see Holocene Climatic 

Optimum
Anathermal, 45
Anatolia (Turkey), 95
angular momentum of the atmos-

phere, 171–74, 184
anomaly, 208
Antarctic Circumpolar Current, 160
Antarctic isotope maxima (AIM), 39, 

239
Antarctic Plateau, 213
Antarctica, 184, 212–13, 239
Antarctica glaciation, 146
anthropic principle, 2, 144
Anthropocene, 3, 58, 153, 233
anthropogenic aerosols, 183, 190, 

219

anthropogenic forcing of climate, 
107, 149, 183, 208

anthropogenic greenhouse emis-
sions, see also carbon dioxide, 
anthropogenic emissions, 149, 
207

anticyclone, 161
apsidal precession, see precession
AR4, see Fourth Assessment Report
AR5, see Fifth Assessment Report
Arabian Sea, 114–15, 117
Archer, David, 246
Arctic

climate conditions, 164
heat sink, 163
temperature inversions, 164

Arctic amplification, 164–65, 184, 
187, 194, 196, 201

Arctic Ocean, 184
Arctic Ocean Oscillation Index, 184
Arctic Oscillation (AO), 70, 75, 170, 

188
Arctic sea-ice, see sea-ice
Arrhenius, Svante, 137, 139, 218
Asian monsoon, 60, 73, 93–94, 101, 

115, 178
astronomical cycle

23-kyr cycle in precession, see 
precession

41-kyr cycle in obliquity, see 
obliquity

100-kyr cycle in eccentricity, see 
also climate cycle, 100-kyr 
cycle, 2, 5

100-kyr problem, see Milanko-
vitch theory problems

405-kyr eccentricity period, see 
eccentricity

Atlantic Meridional Overturning 
Circulation (AMOC)
Holocene changes, 70, 86, 93, 

251
role in D–O oscillations, 30–31, 

36–38
volcanic effect, 180

Atlantic Multidecadal Oscillation 
(AMO), 167, 181–83, 190, 199
as MT manifestation, 187–88
decadal frequency (9.1-yr), 190

Atlantic Period, 45
Atmospheric Circulation Index, 188
atmospheric reorganization, solar-

induced, 85, 106, 123
atmospheric waves, 161
aurorae records, 82, 131

axial precession, see precession
Azores High pressure system, 70, 85

B1 Bray Cycle low, see Little Ice 
Age

B2 Bray Cycle low, see also abrupt 
climatic event, 2.8-kyr ACE, 70, 
73, 80, 90, 107

B3 Bray Cycle low, see Mid-
Holocene Transition

B4 Bray Cycle low, 70, 73, 80, 90, 
133

B5 Bray Cycle low, see also Boreal 
Oscillation, 70, 73, 80, 90

B6 Bray Cycle low, 80, 90
Baffin Island (Canada), 251
Balkans (Europe), 95
baroclinic instability, 159
Battle-Axe people, 99
Beaufort Gyre, 184–86
Berger, Wolfgang, 111, 117–18
Bering Strait, 30
bidecadal oscillation (20-yr), 181
biennial oscillation, 195
biodiversity, Phanerozoic climate 

correlation, 146–47
bipolar see-saw model, 30, 35, 38, 

40
Bjerkness compensation, 157, 182
Black Death pandemic, 104
blocking (atmospheric), 70, 162–63, 

186
solar cycle changes, 83

Blytt–Sernander sequence, 2, 45, 
107

Bølling oscillation, 28, 112
Bølling–Allerød Period, 32, 35, 40
Bond Cycle, 59, 111

solar cause, 123
Bond events, 56, 97, 99, 102, 112, 

194, 208
ENSO relationship, 52, 54

Bond, Gerard, 28, 59, 111, 125
Boreal Oscillation, 90–92
Boreal Period, 45
borehole temperature records, 214
Box, George, 152
Bray Cycle, see solar cycle, 2500-yr; 

climate cycle, 2500-yr
Bray, J. Roger, 2, 57–58, 67, 76, 192
Brazil Current, 162
Brewer–Dobson circulation, 161, 

178, 186–88, 192, 197, 199
Broecker, Wallace, 36
Bronze Age, 45, 50, 56, 99, 101



Bubonic plague, 104
C-mode, 167
Callendar, Guy, 139
carbon cycle, 245–46

thermostat hypothesis, 144
carbon-cycle feedback, see climate 

feedbacks
carbon dioxide (CO2)

anthropogenic emissions, 1, 23, 
225–28, 245

atmospheric increase, 213–15, 
218

climate effect (sensitivity), 23, 
154, 213, 218, 243

CO2 hypothesis, see also Modern 
Global Warming, 3, 139, 151–
52, 154, 158, 183, 186

fertilization effect, see greening of 
the Earth

forecasted increase, 225–27, 246
Holocene changes, 48
in D–O oscillations, 31
missing sink, 227
plant starvation, 18
role in glacial inception, 22–23, 

242, 248
role in glacial termination, 7, 181,  

213
sinks, 23, 227, 245–46

carbon-14/carbon-12 ratio, 76, 81
Cardium Pottery culture, 95
Cascade Glacier (WA, USA), 56
Cenozoic Era, 145, 198
Central Africa forest decline, 101
Chalcolithic Period, 51, 56, 95, 99
Charney–Drazin criterion, 161
Charpentier, Jean de, 138
Chicxulub impact, 145
China's demographic burden, 225
Cimmerian culture, 101
Citelle river (France), 95
clathrate gun hypothesis, 30
Clausius–Clapeyron relation, 152
Clilverd prolonged solar minimum, 

130, 229, 231
Clilverd, Mark, 130
climate attribution, 153
climate crisis, 207
climate cycle

210-yr de Vries climate cycle, 128
1000-yr Eddy climate cycle, 52, 

63, 75, 95, 208, 211
1500-yr climate cycle, 75, 82–83, 

103, 111–20
AD 2180 prediction, 119
Early Holocene phase shift, 

113, 115, 119
2500-yr Bray climate cycle, 2, 52, 

57–58, 60, 63, 67–75, 90, 95
during the last glacial, 79

100-kyr cycle in ice build-up, 2, 
14–16, 20, 245

150-Myr temperature cycle, 144, 
198

climate emergency, 1, 3
climate feedbacks, 148, 150–51, 214

carbon-cycle feedback, 151
cloud feedback, 151, 214
ice-albedo feedback, 151, 214, 

219
lapse-rate feedback, 151
melting feedbacks, see glacial 

termination
Planck feedback, 150
snow-albedo, 212
water-vapor feedback, 150

climate forcings, 148, 187
climate models (general circulation),  

150–51, 153, 188, 192, 245
CMIP5, deviation, 231
CMIP6, implausibly hot projec-

tions, 231
volcanic effects, 179

climate modes (Phanerozoic), 141–
42

climate policies, 236
climate projections, see forecast
climate sensitivity to CO2, see also 

carbon dioxide, climate effect, 
150

Climate shifts, 3, 82, 187–90, 197
1976–77 shift, 184–87, 195
1997–98 shift, 167, 184–87, 196, 

198
climate uncertainty, 152, 246
cloud cover, 184
cloud feedback, see climate feed-

backs
CMIP5, see climate models
CMIP6, see climate models
CO2, see carbon dioxide
coccolith proxies, 73
cold Arctic/warm continents pattern, 

see also warm Arctic/cold conti-
nents pattern, 178

Columbia River Basalt eruptions, 
146

commited warming from emissions, 
23

continental drift theory, 62
Corded Ware culture, 99
cosmogenic isotopes, 76
Courty, Marie–Agnès, 116
COVID-19 pandemic, 225–28
Cretaceous Period, 145
Croll, James, 5, 7
cryosphere, 1, 107, 210–12, 216–19
Cursing of Agade (ancient text), 116

Dalton solar minimum, 102, 210, 
231

Dansgaard–Oeschger (D–O)
cycle, 28–29, 32–33, 111–18
events

as abrupt climate change, 27–
28, 31, 56, 112, 194

conditions, 35, 38–39
identification, 32

periodicity, 28, 33
trigger, 40–42

oscillations, 28–29, 241
Dansgaard, Willi, 27
Danube River (Europe), 95
Dark Ages Cold Period, 125
day-night temperature contrast, 159
Dead Sea (Middle East), 60, 94
Debret, Maxime, 111–12
deep convection, 158, 187, 218
demographic crises, climate induced, 

51, 90, 106
Denton, George, 68–69
Devils Hole (Nevada), 9
dinocysts proxies, 92
Distichia muscoides, 56
Dongge cave (China), 73, 101
drift-ice deposition, see ice-rafted 

debris
dry-static heat, 160, 165
Dryas octopetala, 27
Dyson, Freeman, 1

early anthropogenic hypothesis, 250
Early Eocene hothouse, 145, 158–

59, 177
Early Holocene, see Holocene, Early
early Twentieth Century warming, 

see also modern global warming, 
219

Earth system models, 245
Earth's rotation rate, 140, 171, 184, 

190
solar effect, 83, 195

East African monsoon, 115
East Australia Current, 162
eccentricity, 5, 198, 244

anti-correlation to climate, 11
effect on climate, see also astro-

nomical cycle, 100-kyr cycle in 
ice build-up, 15, 20, 245, 251

periods
95-kyr, 5
125-kyr, 2, 5
405-kyr, 2, 5, 8, 16

small forcing, 6, 8
eccentricity myth, 8
Eemian (MIS 5e)

causality problem, 9–10, 14
duration, 14, 20, 242, 246, 249
temperature-CO2 disparity, 22, 

242
Egypt ancient culture, origin, 51
Egyptian (ancient)

New Kingdom, 99
Old Kingdom, 115
Third Intermediate Period, 99

Egyptian unification (ancient), 99
Ekholm, Nils, 139
El Chichón 1982 eruption, 179
El Niño/Southern Oscillation 

(ENSO), 151, 182
2015–16 El Niño, 2, 172
dependence on LTG, 54
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El Niño mode, 165–66
Holocene changes, 51–52, 54, 

167
La Niña mode, 165–66, 184
meridional transport role, 162, 

165–67, 187, 201
modern changes, 54
Neutral mode, 165–66
polar vortex effect, 169
solar modulation, 166–67, 195
volcanic modulation, 178–79

emission scenarios
RCP4.5, 227
RCP8.5, 3

energy balance, 148–49, 157, 179
energy crisis of 2022, 227
energy imbalance, 160, 184, 187
English Channel, 116
enthalpy, 22, 29, 150–51, 153, 209
eolian soil sediments, 70, 97
EPICA Dome C ice core, 10, 22, 246
equable climate problem, 158, 187
equator-to-pole temperature gradi-

ent, see latitudinal temperature 
gradient

Erdalen Event, 92

Faint Sun Paradox, 2, 140, 152
famines, climate induced, 90, 95, 

104, 106
Faroe Islands (Denmark), 91
feedbacks, see climate feedbacks
Fennoscandian ice sheet, 7, 28, 239, 

251
Ferrer Cell, 162
Feynman, Joan, 129–30
Feynman, Richard, 3
Fifth Assessment Report (AR5), 153, 

218, 239, 245, 248
Fimbulwinter, 45, 67
fingerprinting, see climate attribu-

tion
Finland 1690s famine, 106
foraminifera proxies, 37, 39, 70, 92, 

113–14
forcings, see climate forcings
forecast

21st century solar grand mini-
mum, 230–31

Arctic sea–ice, 233
carbon dioxide emissions, 228, 

233, 246
climate, 225, 231–35
ENSO, 231
heat waves, 235
sea-level rise, 234–35
solar activity, 130, 229–31
population, 225

fossil fuels, 212, 218, 225–28, 246
peak production, 226–28, 251

fossil marine metazoan diversity, 
146

Four Horsemen scenario, 95, 106
Fourier, Joseph, 137–38

Fourteenth Century Crisis, 104
Fourth Assessment Report (AR4), 

153, 225, 234
French Revolution, 106
Friesland (Netherlands), 101

Gaia hypothesis, 144
general circulation climate models, 

see climate models
General Crisis of the 17th Century, 

106
GICC05, 28
GISP2 ice core, 27, 70, 90, 180

on GICC05, 32
glacial cycle, 5–23, 243–44

role of CO2, see also carbon diox-
ide, role in glacial termination, 
22–23, 152, 242

role of tropics, 22
glacial inception

in Milankovitch theory, 7
irreversibility, 244
next, 3, 47, 239–52
positive feedbacks, 246
role of moisture transport, 22
Weichselian (Wisconsinan, 

Würm), 242, 248
glacial mega tides, see tides
glacial termination

I (Holocene), 23
II (MIS 5e), 9, 14
effect on volcanic activity, 22, 

180–81
ice-volume role, 17–18, 21–22, 

244–45
in Milankovitch theory, 7
melting feedbacks, 15–18, 241

glacierets, see ice patches
glaciers

at the HCO, 49, 56
at the LIA, 55, 207
global retreat, 1, 107, 211
Norway coastal, 73, 251
Alpine, 95, 102

Gleissberg prolonged solar mini-
mum, 130, 210, 231

Gleissberg, Wolfgang, 128
global cooling, 86, 214
global surface average temperature, 

208, 214
global warming, see Modern Global 

Warming
Globigerina bulloides, 114
Globular Amphora culture, 99
Göbekli Tepe (Turkey), 92
gravity waves, 167
Great Oxygen Crisis, 144
Greek Dark Ages, 99
green Sahara, see African humid 

period
greenhouse climate period, 158
greenhouse effect (GHE), 137–39, 

151–53
greenhouse gases (GHGs)

effect on climate, see also carbon 
dioxide, 48, 140

irregular distribution, 157, 177
greening of the Earth, 213, 227, 235
Greenland freshwater flux, 186
Greenland Ice Core Chronology 

2005, see GICC05
Greenland Ice Core Project, see 

GRIP ice core
Greenland Ice Sheet Project 2, see 

GISP2 ice core
Greenland mass balance, 186
Greenland-Scotland ridge, 38
Greenlandian age, 46, 93
GRIP ice core, 27
Gulf Stream, 162

Hadley circulation, 158, 162, 165, 
184–86
solar effect, 83–85, 106–7, 192
volcanic effect, 178

Haigh, Joanna, 106
Hallstatt culture, 101
Hallstatt solar cycle (spurious), 58, 

77, 79–81, 133
Hansen, James, 137
Harappan civilization (Indus Valley),  

115
Hayek, Friedrich von, 192
heat-piracy hypothesis, 30
Heinrich event (HE) D–O oscilla-

tions, 28, 31
Heinrich events, 16, 28, 37–38, 40, 

194
Heinrich, Hartmut, 38
hemispheric asymmetry

temperature, 159
transport, 159

Herschel, William, 191
hiatus (warming pause), 190, 194–

95, 197, 216
meridional transport role, 183–87, 

201
Hines, Colin, 192
Hittite Empire, 99
Högbom, Arvid, 139
Holocene

as interglacial, 5, 239
climate variability, 60, 62
D–O start, 35, 112
Early, 45, 180–81
Late, 46
long interglacial hypothesis, 3, 

244–45
Middle, 46
subdivisions, 46, 55

Holocene Climatic Optimum (HCO), 
45, 49–50, 198, 210
climate variability, 56, 59, 119
glaciers extent, 209–10
temperature, 48, 50, 218
treeline altitude levels, 49, 209, 
volcanic activity, 181

Index         275



Holocene temperature conundrum, 
49, 55

Holocene Thermal Maximum, see 
Holocene Climatic Optimum

Holton–Tan effect, 168, 190, 196–97
Holton, James, 167–68
Homeric solar grand minimum, 80, 

93, 99
hothouse climate period, 158
Hundred Year War, 104
Huns, 102
hunter-gatherers, 92, 96, 99
Huronian Glaciation, 144
Hurricane Sandy (NYC 2012), 116
Hutton, James, 138
Huybers, Peter, 18
hydrological cycle, 151–52, 216
Hypsithermal, see Holocene climatic 

optimum

ice ages
Karoo, 143–44, 152
Late Cenozoic, 5, 138, 143, 148, 

152, 198
ice patches, 211
ice rafting (Phanerozoic), 142
ice shelves, 212
ice-albedo feedback, see climate 

feedbacks
ice-rafted debris (IRD), 28, 37–38, 

51, 54, 86
belt, 59
Bond stack series, 60, 75, 119
climate proxy, 75, 102, 111, 117
coast of Alaska, 117
Icelandic shelf, 71

ice-sheet instability hypothesis, 16, 
18

ice-sheet melting, 52
ice-volume, global, see glacial ter-

mination
iceberg activity, 93
icehouse present climate period, 158
Iceland sea-ice, 102
Icelandic Low pressure system, 70, 

85, 188
Indian monsoon, 92–93
Indo-Europeans, 99
Indo-Pacific Warm Pool (IPWP), 50, 

73, 151, 162, 165–67
Industrial Revolution, 106
inter-hemispheric heat transport, 32, 

160
interglacials

average duration, 14, 239, 247
average spacing, 10–11, 17
determination, 15
end date, 247
start date, 10, 246–47

Intergovernmental Panel on Climate 
Change (IPCC), 1, 3, 137, 149, 
152–53, 187
assessment reports, 187
projections, 231–36

internal climate variability, 220
International Union of Geological 

Sciences (subcommission on Qua-
ternary stratigraphy), 46, 55, 93, 
116

interstadial, 11–12, 27–28, 40
Intertropical Convergence Zone 

(ITCZ), 37, 46, 160, 192
mid-Holocene displacement, 50, 

97
Intra-Allerød cold period, 28, 112
Iron Age, 101
isentropic lifting, 164

Jericho (Palestina), 92
Jericho solar grand minima, 93
Jet Stream, 85, 106, 162, 170, 188
June 21st insolation, see summer 

insolation at 65°N

Kara Sea, 117
Karoo Ice Age, see ice ages
Keeling, Charles, 40
Kelvin waves, 167
Kepler's second law, 6–7
Kilimanjaro ice cores, 98, 115
Kurgan culture, 99
Kuroshio Current, 113–14, 162

Laacher–See eruption, 35
Labitzke, Karin, 168–69, 192
Laguna Pallcacocha (Ecuador), 52
Lake Agassiz (prehistoric), 70, 93
Lake Challa (East Africa), 115
lake level changes (Europe), 73, 92, 

98
Lake Ojibway (prehistoric), 93
Lake Pupuke (New Zealand), 101
Lake Sinnda (Congo), 101
Lamb, Hubert, 48
lapse-rate feedback, see climate 

feedbacks
last glacial maximum, 16, 46–47, 56, 

198
Late Antiquity Little Ice Age, see 

Dark Ages Cold Period
Late Cenozoic Ice Age, see ice ages
Late Eemian Aridity Pulse, 242
Late Holocene, see Holocene, late
Late Ordovician Ice Age, see ice 

ages
late Twentieth Century warming, see 

also Modern Global Warming, 
219

Late Yarmukian crisis, 93
latent heat, 160, 165
latitudinal insolation gradient, 7, 21, 

47, 52, 60, 198
latitudinal temperature gradient 

(LTG)
as climate determinant, 177, 187, 

246
dependence on LIG, 22, 60, 198

dependence on obliquity, 47, 52, 
83, 245

effect on ENSO, 54
meridional transport, 158, 171
solar effect, 83, 85, 106
stratosphere, 178, 187–88, 198–

99
Laurentide ice sheet, 7, 28, 239, 251
length-of-day (LOD), 171–74, 190
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